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ABSTRACT

The present study propounded an improved class of estimators using multi-auxiliary information in successive sampling at both the design and the estimation stages. The proposed method is an extension of the work by Tankou and Dharmadhikari (1989) in successive sampling. The present study is compared with the work carried out by Olkin (1958). The numerical illustration is carried out to show the performance of the proposed strategy.
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1. INTRODUCTION
If the value of study character of a finite population is subject to change (dynamic) over time, a survey carried out on a single occasion will provide information about the characteristics of the surveyed population for the given occasion only and can not give any information on the nature or the rate of change of the characteristic over different occasions and the average value of the characteristic over all occasions or most recent occasion. To meet these requirements, three possible repetitive survey sampling procedures may be used: 
i) Extracting a new sample on each occasion (repeated sampling),

ii) Using the same sample every occasion (panel sampling),

iii) Performing a partial replacement of units from one occasion to another (sampling on successive occasions, which is also called rotation sampling when the units constructed in the number of stages in which they are to become part of the sample, as it happens with the EPA-Spanish Survey of Working Population-which are performed quarterly and most of the family surveys carried out by the INE-Spanish Statistics Institute).

The third possibility has been examined extensively by several authors in case of estimating the population mean (total) Jessen (1942), Patterson (1950), (Rao and Mudholkar (1967), Das (1982), Okator and Arnab (1987), Okafor (1992), Artes and Garcia (2000 a, 2001 a, b, 2005), Singh and Vishwakarma (2007), Singh and kumar (2008), etc).

It has been shown, in this context, that the combined estimator that uses a double sampling ratio estimator for the matched part of the sample is more accurate than the simple estimator when the auxiliary variable is positively related to the study variable.

In this paper, we have proposed an improved class of estimators using multi-auxiliary variable for estimating the population mean 
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 of the study variable 
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 in two occasions successive sampling.

Suppose that the samples are of size 
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Let a simple random sample of size 
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with minimum MSE as given by
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Thus, for the optimal choice of the weights 
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The estimator 
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Thus, the optimum MSE of 
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The function 
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Since the minimum value cannot be negative, we can write
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2.1 First order approximation to 
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For the sake of simplicity, we assume that 
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3. Comparison of Estimators

From 
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It follows that the proposed estimator 
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4. Numerical Illustration
To see the performance of the proposed estimator 
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On the conclusion, the proposed estimator 
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. So, it is recommended to use the proposed estimator in further research in this field.
REFERENCES
[1] Artes, E. and Garcia, A. (2000 a): A note on successive sampling using auxiliary information. Proceedings of the 15th International Work-shop on Statistical Modeling, 376-379.

[2] Artes, E. and Garcia, A. (2001 a): Metodo diferencia multivariate en muestreo en dos ocasiones. VIII conferencia Espanola de Biometria, 199-200.

[3] Artes, E. and Garcia, A. (2001 b): Successive sampling for the ratio of population parameters. Journal of the Portuguese Nacional Statistical Institute, 2, 43-44.

[4] Artes, E. and Garcia, A. (2005): Multivariate Indirect Methods of Estimation in Successive Sampling. J. Ind. Soc. Agril. Statist., 59 (2), 97-103.

[5] Das, A.K. (1982): Estimation of population ratio on two occasions. J. Indian Soc. Agricultural Statist., 34, 1-9.

[6] Jessen, R.J. (1942): Statistical investigation of a sample survey for obtaining farm facts. Iowa agricultural experiment statistical research bulletin, 304.

[7] Okafor, F.C. (1992): The Theory and application of sampling over two occasions for the estimation of current population ratio. Statistica, 1, 137-147.

[8] Okafor, F.C. and Arnab, R. (1987): Some strategies of two-stage sampling for estimating population ratios over two occasions. Austral. J. Statist., 29(2), 128-142.

[9] Olkin, I.(1958): Multivariate ratio estimation for finite population. Biometrika, 45, 154-165.

[10] Rao, P.S.R.S. and Mudholkar, G.S. (1967): Generalized multivariate estimators for the mean of a population. J. Amer. Statist. Assoc., 62, 1009-1012.
[11] Patterson, H.D. (1950): Sampling on successive occasions with partial replacement of units. J. Roy. Statist. Soc. Ser B, 12, 241-255.
[12] Singh, H.P. and Kumar, S. (2008): Estimation  of population product in presence of non-response in successive sampling. Statistical Papers. DOI 10. .1007/s00362-008-0193-5.
[13] Singh, H.P. and Vishwakarma, G.K. (2007): A general class of estimators in successive sampling. Metron, LXV, 2, 201-227.

[14] Tankou, V. and Dharmadhikari, S. (1989): Improvement of ratio-type estimators. Biometrical Journal, 37, 7, 795-802.

PAGE  
7

_1339010611.unknown

_1339010888.unknown

_1339010940.unknown

_1339011008.unknown

_1339011038.unknown

_1339011217.unknown

_1339011221.unknown

_1339011223.unknown

_1339011224.unknown

_1339011222.unknown

_1339011219.unknown

_1339011220.unknown

_1339011218.unknown

_1339011192.unknown

_1339011194.unknown

_1339011215.unknown

_1339011216.unknown

_1339011213.unknown

_1339011214.unknown

_1339011195.unknown

_1339011193.unknown

_1339011052.unknown

_1339011058.unknown

_1339011191.unknown

_1339011043.unknown

_1339011023.unknown

_1339011030.unknown

_1339011034.unknown

_1339011026.unknown

_1339011016.unknown

_1339011019.unknown

_1339011012.unknown

_1339010977.unknown

_1339010992.unknown

_1339011001.unknown

_1339011004.unknown

_1339010995.unknown

_1339010984.unknown

_1339010988.unknown

_1339010980.unknown

_1339010957.unknown

_1339010965.unknown

_1339010973.unknown

_1339010961.unknown

_1339010949.unknown

_1339010953.unknown

_1339010944.unknown

_1339010901.unknown

_1339010920.unknown

_1339010930.unknown

_1339010935.unknown

_1339010926.unknown

_1339010910.unknown

_1339010914.unknown

_1339010904.unknown

_1339010892.unknown

_1339010894.unknown

_1339010895.unknown

_1339010893.unknown

_1339010890.unknown

_1339010891.unknown

_1339010889.unknown

_1339010687.unknown

_1339010753.unknown

_1339010884.unknown

_1339010886.unknown

_1339010887.unknown

_1339010885.unknown

_1339010880.unknown

_1339010882.unknown

_1339010883.unknown

_1339010881.unknown

_1339010792.unknown

_1339010879.unknown

_1339010878.unknown

_1339010775.unknown

_1339010703.unknown

_1339010728.unknown

_1339010750.unknown

_1339010707.unknown

_1339010694.unknown

_1339010698.unknown

_1339010691.unknown

_1339010647.unknown

_1339010668.unknown

_1339010679.unknown

_1339010684.unknown

_1339010673.unknown

_1339010660.unknown

_1339010664.unknown

_1339010654.unknown

_1339010629.unknown

_1339010638.unknown

_1339010642.unknown

_1339010634.unknown

_1339010621.unknown

_1339010624.unknown

_1339010616.unknown

_1339010256.unknown

_1339010476.unknown

_1339010553.unknown

_1339010589.unknown

_1339010603.unknown

_1339010606.unknown

_1339010594.unknown

_1339010581.unknown

_1339010585.unknown

_1339010574.unknown

_1339010528.unknown

_1339010538.unknown

_1339010543.unknown

_1339010533.unknown

_1339010506.unknown

_1339010508.unknown

_1339010504.unknown

_1339010505.unknown

_1339010503.unknown

_1339010291.unknown

_1339010373.unknown

_1339010375.unknown

_1339010376.unknown

_1339010374.unknown

_1339010371.unknown

_1339010372.unknown

_1339010369.unknown

_1339010370.unknown

_1339010368.unknown

_1339010274.unknown

_1339010282.unknown

_1339010286.unknown

_1339010279.unknown

_1339010265.unknown

_1339010270.unknown

_1339010261.unknown

_1339010105.unknown

_1339010246.unknown

_1339010250.unknown

_1339010252.unknown

_1339010253.unknown

_1339010251.unknown

_1339010248.unknown

_1339010249.unknown

_1339010247.unknown

_1339010127.unknown

_1339010242.unknown

_1339010244.unknown

_1339010245.unknown

_1339010243.unknown

_1339010148.unknown

_1339010240.unknown

_1339010241.unknown

_1339010238.unknown

_1339010239.unknown

_1339010154.unknown

_1339010141.unknown

_1339010117.unknown

_1339010123.unknown

_1339010112.unknown

_1305716687.unknown

_1339009987.unknown

_1339010101.unknown

_1339010103.unknown

_1339010104.unknown

_1339010102.unknown

_1339010003.unknown

_1339010099.unknown

_1339010100.unknown

_1339010083.unknown

_1339010098.unknown

_1339010068.unknown

_1339009994.unknown

_1339009928.unknown

_1339009958.unknown

_1339009937.unknown

_1339009946.unknown

_1339009904.unknown

_1339009918.unknown

_1305716722.unknown

_1339009889.unknown

_1306573647.unknown

_1305716703.unknown

_1305537029.unknown

_1305705415.unknown

_1305716661.unknown

_1305716670.unknown

_1305716639.unknown

_1305537052.unknown

_1305537058.unknown

_1305537062.unknown

_1305537063.unknown

_1305537055.unknown

_1305537050.unknown

_1305536957.unknown

_1305536984.unknown

_1305536998.unknown

_1305536981.unknown

_1305536923.unknown

_1305536941.unknown

_1305536909.unknown

