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Abstract 

The monthly average temperature series of Quetta – Pakistan from 1950 – 2000 is examined. A straight line 

is fitted to the data and seasonal variation and trend in temperature for each month of the year were 

obtained. An overall model is constructed as large variations in the monthly slopes were observed. In order 

to describe the seasonal pattern and trend in temperature, corresponding to the different months, both 

sine/cosine waves and sine/cosine waves multiplied by the time were included in the model as independent 

variables. The lag-1 autocorrelation was found in the residual of the model and hence another model was 

fitted to the pre-whiten series that shows a good fit (       ) and is free from correlated residuals. Both 

parametric and non-parametric tests applied to each month temperature show significant trend in all months 

except February and March.   

Keywords:  Temporal and seasonal variations, Pre-whiten series, Autocorrelation, Man-

Kendall test. 

1. Introduction 

In the last century, a significant change in the global climate has been observed. During 

the last hundred years, the global average surface air temperature has increased by 0.74
 

O
C (IPCC, 2007). In climatology, detecting trend in temperature has become one of the 

exciting research area. It is observed that temperature changes are not uniform globally. 

Yue and Hashino (2003) pointed that regional variations can be much larger, and there 

exist substantial spatial and temporal variations between climatically different regions. 

Many researchers throughout the world investigated trend detection in temperature and 

precipitation series (see Serra et al., 2001; Turkes and Sumer, 2004; ZerLin et al., 2005; 

Partal and Kahya 2006; Karpouzos et al., 2010; Croitoru et al., 2012, among others). 

 

The non-parametric Man-Kendall (MK) tests (Mann, 1945; Kendall, 1975) is mostly used 

to identify hydroclimatologic trend and possible climate variations. Lettenmaier et al. 

(1994) adopted the Mann–Kendall test and investigated evidences of long-term trends in 

mean temperature, among other variables, over the USA. Long term trends in Japanese 

annual and monthly precipitation was studied by Yue and Hashino (2003) and significant 

negative trend was found. The MK test suffers in the presence of serial correlation in 

data. The presence of positive serial correlation in the series tends to increase the 

probability of type-I error (von Storch, 1995). Therefore, it is important to ascertain the 

presence of serial correlation, if any, before applying the MK test. In order to remove the 
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effect of serial correlation on the MK test, Kulkarni and von Storch (1995) and von 

Storch (1995) proposed to “pre-whiten” the time series. This method id generally used in 

practice before applying the MK test for trend detection (Douglas et al. (2000); Zhang et 

al. (2000, 2001); Burn and Elnur (2001)). 

 

In the present study, the monthly average temperature of Quetta – Pakistan is examined. 

Quetta is the provincial capital of Balochistan, the largest province of Pakistan in terms 

of area. Quetta is located in the West of Pakistan at 30.18
o
 N, 67.00

o
 E. The data were 

collected from January 1950 to December 2000. The average over each months of the 

daily average temperature, where daily average temperatures are the mean of maximum 

and minimum daily temperatures, are taken as the monthly mean temperature. The 

statistical analysis of the data starts by fitting a simple linear regression line to the 

average monthly temperature. Positive linear trends were observed for all months but 

different slopes were observed from month to month. Based on these findings, an overall 

model that had sine/cosine curves for both seasonal variations and trend in the 

temperature is constructed. The non-parametric MK test is also applied to detect the trend 

in average temperature of the station under study. The average annual temperature of the 

Quetta station is also analyzed.      

 

This papers is organized as follows: Section 2 introduces the models for the modelling of 

monthly and annual temperature; Section 3 proposes the full model for the monthly 

temperature and finally Section 4 concludes the paper. 

2. Modelling the Monthly and Annual Temperature  

We start with analyzing the temperatures for each month separately by plotting the 

average temperature of Quetta against time. A positive trend in almost all months is 

evident in Figure 1 which corresponds to the global warming and urbanization. Based on 

this we consider the trends to be linear and fit a linear regression model  

  
           

 , 

where the months (t) constitutes the independent variable and the  average monthly 

temperature   
            , the dependent variable. In the above model    is the 

regression constant (intercept) which represents the average temperature for month i in 

Quetta at the beginning of the series,    is the regression parameter (slope) which 

represents the rise of temperature for month i,   
  are the residuals for month i and t varies 

from 1 to n.  

 

After fitting 12 simple linear regression equations to the monthly temperature series, we 

obtain the estimates of the intercepts and slopes for each month. Figure 2 below shows 

the plots of the estimates of intercepts, slopes and standard deviations for each month. 

Interestingly, we can see that the intercepts describe the large variation in the temperature 

of Quetta during the year and follow the temperature seasonal curve with the minimum 

value of 3.31
0
C in January to the maximum of 26.96

0
C in July. The slopes which 

measure the rise in the temperature in each month vary from 0.02
0
C in March to 0.07

0
C 

in November. The standard deviations of errors for few months of the year are found 

large. 
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Next, through statistical testing, we determine if the values of the slopes increase (or 

decrease) over some period of time. In this paper both the parametric and non-parametric 

statistical tests are used for detecting a significant trend. For this, the null hypothesis for 

no trend is tested against the alternative hypothesis of a trend in time series.  

  

The parametric test is based on the assumption that the ratio of the slope and its standard 

errors is distributed as Student’s t with    –     degrees of freedom. One of the 

assumption of the parametric methods are that the data need to be independent and 

normally distributed. A non-parametric methods are sometime better than the parametric 

methods (Hirsch et al., 1991) as no such assumptions about data are required and the 

power is almost same as the parametric tests. The MK test is the rank-based non-

parametric test widely used in climatology for assessing the significance of the trend (see 

Onate and Pou, 1996 and Domonkos et al., 2003). The null hypothesis of the MK test is 

that a sample of data              is independently and identically distributed against 

the alternative hypothesis that a monotonic trend exists in        The MK test is based on 

the statistic S. The standard normal statistic Z is estimated for the cases that    10 as: 

  {
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In the Var(S), k is the extent of any given tie and 

∑                                      . The null hypothesis of no trend is rejected if 

| |         (two-sided test) where α is the significance level. 

2.1 Trend Analysis 

We apply both the parametric and non-parametric tests for trend on monthly and annually 

average temperatures and the results are presented in Table I. It can be seen from the 

results in Table I that increasing trends are found in each month of the year except 

February and March. The null hypothesis of no trend is also rejected for mean annual 

temperature of Quetta at 5% level. Both parametric and non-parametric tests confirm the 

existence of trend in almost all months of the year. 
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Table 1: Parametric and Non-Parametric Trend analysis of average monthly 

temperature of Quetta 

               

                                     
               

             

          

                

        

         

            

           

              

            

             

             

                 

 

         mean statistically significant increasing trend at 1, 5 and 10% levels of 

significance respectively and c means no trend.  

3. A proposed Model 

Instead of using different model for each month we construct a full model for the series 

of the monthly temperature and then test that the slopes are significantly different. The 

full model constructed using 12 different intercepts and 12 different slopes is 

    ∑        
  
     ∑          

  
             (1) 

where      serve as dummy variables indicating if the observation    corresponds to the 

month i and          We can also wirte the above model with the help of sine/cosine 

waves of period 12/i, i=1,…,6 as 

   ∑[     (
    

  
)        (

    

  
)]

 

   

  

∑ *       (
    

  
)      

    (
    

  
)+ 

         (2) 

where standardized time        is used. 

 

The seasonal variation of temperature and variation of slopes with each month of year are 

described by the first and the second summation, respectively. The results of fitting the 

above model to the average monthly temperature of Quetta is presented in Table II. The 

values of 24 coefficients of the full model along with their standar errors and p-values are 

shown in the table. The p-values help us to identify the non-significant regression 

coefficients and allow us to fit a more parsimonious model to the data. The R
2
 value of 

0.97 indicates a very good fit for the model. The estimated standard deviation of residuals 

was 1.51. The Durbin-Watson test (Durbin and Watson, 1971) is also applied to check 
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any dependence in the residuals of the model. The lag-1 autocorrelation is confirmed by 

the low p-value of the DW statistic. 

 
Figure 1:   Average temperature of Quetta for each month from 1950 – 2000. 

 

Based on the results of the full model [Eq. 2], we pre-whiten the series using  

  
      ̂        where   ̂          is the lag-1 autocorrelation coefficient of residuals 

from the full model. We fit a reduced model with only significant regression coefficients 

on the pre-whiten series. The significant variables found are the intercept, the sine wave 

(periods 12, 6 and 4), the cosine wave (periods of 12 and 6), the time (t') and the time 

multiplied by the sine wave of period 6. The result of fitting this reduced model is 

summarized in Table III. All the coefficients in the reduced model are found significant 

and the model has R
2
 of 0.9531. The standard deviation of the reduced model is 1.46 and 

the lag-1 auto correlation coefficient was not found significant. Hence the residuals do 

not depend on their past values. 
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Figure 2:   The slopes, intercepts and standard deviations of residuals plot for  

each month for the monthly temperature of Quetta from 1950 – 2000. 
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Table II: Result of the full model applied to average monthly temperature of Quetta 

Variables Coefficient Standard Error p-value 

          14.5779 0.1223 0.0000 

cos12  -10.2497 0.1731 0.0000 

sin12 -5.0832 0.1727 0.0000 

cos6 -0.6886 0.1731 0.0000 

sin6 0.8152 0.1727 0.0000 

cos4 0.2088 0.1731 0.2282 

sin4 -0.4074 0.1727 0.0186 

cos3 -0.0328 0.1731 0.8500 

sin3 0.1285 0.1727 0.4573 

cos2.4 0.0364 0.1731 0.8337 

sin2.4 0.0821 0.1727 0.6345 

cos2 -0.0854 0.1223 0.4852 

time 2.2728 0.2115 0.0000 

t' cos12 -0.0645 0.2991 0.8294 

t' sin12 -0.4910 0.2991 0.1012 

t' cos6 0.5315 0.2991 0.0761 

t' sin6 -0.7753 0.2991 0.0097 

t' cos4 0.1312 0.2991 0.6610 

t' sin4 0.1923 0.2991 0.5204 

t' cos3 0.1419 0.2991 0.6610 

t' sin3 -0.2812 0.2991 0.3476 

t' cos2.4 -0.1505 0.2991 0.6149 

t' sin2.4 -0.2127 0.2991 0.4774 

t' cos2 0.1988 0.2115 0.3474 

R
2
 0.9687 S 1.5100 

 ̂         DW =1.4697 p-value 0.0000 

Table III: Result of the reduced model applied to pre-whiten average monthly 

temperature of Quetta 

Variables Coefficient Standard Error p-value 

          10.7096 0.1191 0.0000 

       -10.2811 0.1072 0.0000 

      -5.3282 0.1071 0.0000 

     -0.4231 0.0933 0.0000 

     0.7985 0.1877 0.0000 

     -0.3135 0.0811 0.0001 

     27.4780 3.3569 0.0000 

        -8.9213 3.8965 0.0224 

R
2 

0.9513 S 1.4650 

 ̂         DW =1.9802 p-value 0.6760 
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We also analyze the average annual temperatures 1951 – 2000 (n=51). The following 

regression model is fitted to this data set:  

           , 

where the (t) is the number for years and varies from 1 to n and     is the average annual 

temperature. As in the previous models,     is the intercept term and represents the 

average temperature of Quetta at the start of the series,     the slope of the regression 

model represents the rise of temperature. 

 

Figure 3 shows the time series plot of the average annual temperature in Celsius of 

Quetta from 1951 – 2000. The graph clearly shows an increasing trend in the annual 

temperature. The regression line is also plotted on the same graph. The estimated values 

of the intercept and slope are 14.56 and 0.05, respectively. Both these estimates are found 

significant (p-values < 0.001) and the value of     0.51. The Durbin-Watson test was 

also applied on the residuals obtained from this regression and the lag-1 autocorrelation 

coefficient was not found significant. 

 

 

Figure 3: Average annual temperature along with least square fit line  

for Quetta from 1950 – 2000. 

4. Conclusion 

Annual and monthly average temperature of Quetta, Pakistan for the period of 1950 – 

2000 were analyzed using both parametric and non-parametric statistical tests. A straight 

line to the monthly temperature data were fitted and an overall model is also constructed. 

The time series is pre-whitened as the lag-1 autocorrelation was found. Our analysis 

showed that the monthly temperature of Quetta has significant increased in all months 

except February and March.  
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