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Abstract

In this article, we attempt the problem of estimation of the population ratio of mean in mail surveys. This
problem is conducted for current occasion in the context of sampling on two occasions when there is non-
response (i) on both occasions, (ii) only on the first occasion and (iii) only on the second occasion. We
obtain the gain in efficiency of all the estimators over the direct estimate using no information gathered on
the first occasion. We derive the sample sizes and the saving in cost for all the estimators, which have the
same precision than the direct estimate using no information gathered on the first occasion. An empirical
study that allows us to investigate the performance of the proposed strategy is carried out.
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1. Introduction

Jessen (1942), Tikkiwal (1951), Yates (1949), Patterson (1950), Eckler, (1955) and Raj
(1968) contributed towards the development of the theory of unbiased estimation of mean
of characteristics in successive sampling. In many practical situations the estimate of the
population ratio and product of two characters for the most recent occasion may be of
considerable interest. The theory of estimation of the population ratio of two characters
over two occasions has been considered by Rao (1957), Rao and Pereira (1968), Okafor
(1992), Artés and Garcia (2001), Garcia and Artés (2002) among others. Further, Garcia
(2008) presented some sampling strategies for estimating, by a linear estimate, the
population product of two characters over two occasions.

Hansen and Hurwitz (1946) suggested a technique for handling the non-response in mail
surveys. These surveys have the advantage that the data can be collected in a relatively
inexpensive way. Okafor (2001) extended these surveys to the estimation of the
population total in element sampling on two successive occasions. Later, Choudhary et
al. (2004) used the Hansen and Hurwitz (HH) technique to estimate the population mean
for current occasion in the context of sampling on two occasions when there is non-
response on both occasions. More recently, Singh and Kumar (2010) used the HH
technique to estimate the population product for current occasion in the context of
sampling on two occasions when there is non-response on both occasions and Garcia and
Onfia (2011) used the HH technique to estimate the change of mean and the sum of mean
for current occasion in the context of sampling on two occasions when there is non-
response on both occasions. However, non-response is a common problem with mail
surveys. Cochran (1977) and Okafor and Lee (2000) extended the HH technique to the
case when the information on the characteristic under study is also available on auxiliary
characteristic.
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In this article, we develop the HH technique to estimate the population ratio of mean for
current occasion in the context of sampling on two occasions when there is non-response
(1) on both occasions, (ii) only on the first occasion and (iii) only on the second occasion.
An empirical study that allows us to investigate the performance of the proposed strategy
is carried out.

2. The technique

Consider a finite population of N identifiable units. Let (x;,y,) be, for i =1,2,K,N, the
values of the characteristic on the first and second occasions, respectively. We assume
that the population can be divided into two classes, those who respond at the first attempt
and those who not. Let the sizes of these two classes be N, and N, , respectively. Let on
the first occasion, schedules through mail are sent to n units selected by simple random
sampling. On the second occasion, a simple random sample of m=np units, for
0< p<1,is retained while an independent sample of u=nq=n- m units, for g=1- p,
is selected (unmatched with the first occasion). We assume that in the unmatched portion
of the sample on two occasions, u, units respond and u, units do not. Similarly, in the

matched portion m, units respond and m, units do not.

Let m, denotes the size of the subsample drawn from the non-response class from the

matched portion of the sample on the two occasions for collecting information through
personal interview. Similarly, denote by Uy, the size of the subsample drawn from the

non-response class in the unmatched portion of the sample on the two occasions. Also, let

2 2.
S5 Sy

j=1,2 and 52 G @' 2( ); J=1,2 denote the population variance and
population variance pertalnlng to the non-response class, respectively. In addition, let
X Yam» %, and ¥, denote the estimator for matched and unmatched portions of the
sample on the first occasion, respectively. Let the corresponding estimator for the second

occasion be denoted by X, V,.,, X,, and ¥,,. Thus, have the following setup:

X. (y;), the variable x (y)on ithoccasion, i=1,2,

R = % (R, ;—) the population ratio on the first (second) occasion,
1 2
Ry = % (R, = %) the estimator of the population ratio on the first (second) occasion,
X X
R* ylm (R ==2n) the estimator of the population ratio on the first (second)
le 2m

occasion based on the matched sample of m units,
Ru, =% (Ray =%), the estimator of the population ratio on the first (second)

XZu
occasion based on the unmatched sample of u units.
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r, (r,), the correlation coefficients between the variables y, and x, (y, and Xx,),

ry (r,), the correlation coefficients between the variables y, and x, (y, and X,),

rs (rg), the correlation coefficients between the variables x, and x, (y, and vy,),

o (), the correlation coefficients between the variables y,, and x,, (Y,, and

Xa2) ),

'y (74 ) the correlation coefficients between the variables y,, and x,, (y,, and

X5(2) ),

I'sy (740 ), the correlation coefficients between the variables x,, and X,, (Y, and

Yo )

where

I ]

St - * *
1 occasion ® B, B
nd - * *
R
2" occasion ® B, R,
_ mlylm1 + mzylmh2 . leZm1 + mZVthZ
Im = ’ 2m = m
ulylu1 + uzyluh ulVZu1 + quZuh
T = 2 - T = 2
ylu - u ’ yZu - u
. mlylml + mzylmhz . m1Y2m1 + mZYth2
le = m ’ 2m = m
u1Y1u1 + uzyluh u1Y2u1 + UZYZUh
T - 2 .« T 2
Xlu - u ’ XZu u
N m,
h
.:.__12‘1 - _1g - _ 1 g
.. yjm1 __ayji ij1 _H_axp y]mh - ayjl
.I_ ml i=1 1 i=1 hz 1=1
|
i
i N
. h
=1,2{X ‘1é2x y -1§y X -1§X
=1,Zi X = —_— . LD e— . = — .
jm jl ju ja ju ja
P mhz 1=1 SR Y SRV e}
i
i
o 1e 1R
oY = aAYi, X T—aAdXp
} hy th b=1 hy th b=1

It can be easily seen that (see Singh and Kumar 2010, p. 979)

COV(RIU, Rim) = COV(RIU ) R;m) = COV(RIU, R;u) = COV(RIm, R;u) = COV(R;m, R;u) =0.
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3. Estimation of the population ratio of mean

3.1 Estimation of the population ratio of mean for current occasion in the presence
of non-response on both occasions

We wish to estimate, R,, the population ratio for the second period by a linear estimate
(HH technique) of the form

Ko = aky, +bRin +CcRon +d o,
We have

E(Ru)=E(Rm)=R, and E(Ra)=E(Rm)=R,
we find that

E(R2) = (a+b)R, + (c+d)R,

If we now require that R, be an unbiased estimate of R, , we must have

a+b=0 and c+d=1
so that

R, = a(n;- Rim)+cnim+(1- o) R

The variance of R; is given by

Vi) =22+ 19 Ll praee L pa oL E-2ac—t—cC
&9 ponX: pnX; anX; pnX, X,

*

where
D" ={A +W, (k - 1)A(2)}; E' ={B +W, (k - 1)8(2)}

W, =N, /N, k:mz/mhzzuz/uhz
A=S2+R¥S2- 2RC . A, =52, +R?S2, - 2RC
=S, TRISC - 2RCov(y, X)) Ay = v (2) Ry 4 (2) RiCov(y;, X))

_c2 2 . _c2 2
B=S] + RZZSX2 - 2R,Cov(y,, %,); By = Sy2(2) + RZZSXZ(Z) - 2R,Cov(Y,. %,)

C* = [Cov(y1’ yz) - R1Cov(y2, Xl) - R2C0V(Y1’ Xz) + R1R2C0V(X1’ Xz)]
+W2(k - 1)[C0V(Y1’ y2)(2) - R1C0V(yZ’ X1)(2) - RZCOV(Yv Xz)(z) + R1R2C0V(X1’ Xz)(z)]

We wish to choose values of a and ¢ that minimize V(R.). Equating to zero the

derivatives of V(R;) with respect to a and c, it follows that the optimum values are
pgX,E"C”

_  pDE’
A "= and ¢
X,(DE -9°CY)
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Thus, the estimate with optimum values for a and ¢ may be written
B = pgX,E"C”
X,(D'E"- q*C™)

(R:u - RIm)"‘LEz*Z R;m +§L' LEZ*ZER;U (1)
D'E"- q°C € DE-qC?,

and its variance is
E° D'E -qC”?
XnDE"- g°C”

V(R)= )

Note that if =0, p =1, complete matching or p=0, g =1, no matching this variance
Eq. (2) has the same value,

-
X2n

2

V(H) =

Thus, for current estimates, equal precision is obtained either by keeping the same sample
or by changing it on every occasion. If X, = X, the estimate give by Eq. (1) is somewhat
simplified
S S (P i oL R Y DAL
(DE -q°C™¥) DE -qgC & DE-qCg4

but its variance is unchanged, that is,
- E" D'E"-qC™
V(R.) = T n qz =2
X,nDE -q°C

Note, also, that an estimate for the first occasion is given by Eq. (1) simply by
interchanging R;'s and R,'s if the estimate for the first occasion can await a time until
data for both occasions are available.

R = PPEC (- R+ R+l P2 = O,
X,(DE -qg°C") DE -q&C & DE-qC-g4

Its variance is
D° D'E"-qC™

VG e
(Rs) XN D'E - q°C?

Equating to zero the derivative of V(Rr) with respect to g, we find that the variance of

V (R ) will have its minimum value if we choose

opt C*z

©)

and

- _ E* D*E*+\/D*2E*2_ C*ZD*E*
Vmin(Rz ) == —
X;n 2D E
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However, if only the estimate using information gathered on the second occasion is
considered, the estimator of the population ratio is

R* = pR;m +qR;u

and its variance is

*

V(R )— T
2n
and we find
E* D*E*+\/D*2E*2- C*ZD*E* . E*
X2n 2DE’ X2n

3.2 Estimation of the population ratio of mean for the current occasion in the
presence of non-response on the first occasion

When there is non-response only on the first occasion, the minimum variance linear
unbiased estimator for the population ratio on current occasion can be obtained as
follows:

Ko = a(R‘Iu - RIm)+cR2m +(1- )Ras where Ropp=22n and Ry =2
XZm XZu
The variance of Ry is given by
Vi =a2Z+19 1 pruce  gaop—L B-2a—1k
&0 pgnX; pnX qnX pnX, X,

which is minimum when

__ pgX.Bk, ___pD'B
= and ¢ =——m———
opt XZ(D B_ q2k12) opt D B_ q2k12

where
kl = [COV(yli yz)' Rlcov(yZ’Xl) - RZCOV(yp Xz) + R1R2COV(X1’X2)]
1
V(Ra)=——=B; V(Ru)=——=—B8
(Ram) = nX (Rau) = an

2 2

Thus the estimator Rz turns out to be

R = POXBK (R;- Rzm)+*LB;*2Rzm+§[ LBZERZU
X,(D'B-qk") D B- gk & D'B- gk’

with the variance

B D'B- gk’

V(Ko) = ———
Ra) = o DB ik
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The optimum fraction to be unmatched is given by

D'B- ,/D”B*- k’D'B
=28 VDB -k @

qopt - k12
and thus the minimum variance of R, is

D'B+./D™B*- k’D'B
(RZl)_ B kl

X2n 2D'B

mln

3.3 Estimation of the population ratio of mean for the current occasion in the
presence of non-response on the second occasion

When there is non-response only on the second occasion, the minimum variance linear
unbiased estimator for the population ratio on current occasion can be obtained as
follows:

Ky = a(R‘lu - le)"‘CR;m +(1- C)R;u where Ry = é”‘ and My, =2

m u

The variance of Ry is given by

aa 16 1 1 . 1 . 1
V(Rzz) az —t — . — A+C2__E +(1- C)Z—_E - 2ac———Kk
&9 pgnX? pnX anX X, X,
which is minimum when
_ paX,Ek _ pAE’
At = + ; 2 and Copt _E—zz
X,(AE" - g°k;) AE - g7k
where
kl =[C0V(y1’yz)' R1COV(yz’X1)' RZCOV(yl’X2)+RlRZCOV(Xl’XZ)]
V(Rin)=—=A;, V(Rw)=— L = A
an1 nXx;

Thus the estimator R;2 turns out to be
oo = o PE X (- R )+ P+ T —PAE O,
k?) g

2 == > ———Ronm -———=:R
X,(AE - q°k} AE" - q°k} & AE -k g
with the variance

E' E'A- gk?
X2n E"A- g’}

V(Rz) =

The optimum fraction to be unmatched is given by

AE" - JEPA’- KZE'A
® = 1 5)

qopt klz
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and thus the minimum variance of R, is

o E* E'A+,E”A*- K’E'A
Vmin(Rzz) = kl

X2n 2E'A

3.4 Comparison between variances of the estimators, B , R, , R, and Ra

In this subsection, we carry out an analysis based on the gain in precision of Rz F{; and
Rz, with respectto R .
_V(R) _D'E"-¢g°C”?

Gy =——= —— (6)
@ V(R2) D'E"- qC™
or
V(R 2DE"
G°pt(1) - =T e =2 =2 2N e (7)
V. (R;) D'E +JD?E?-C?DE
6, = YH) _E DB gl ®
@ ** * 2
V (Rz) B D B- gk
or
V() 2DE’
Con = i — (9)
V. (Ryz) D'B+,/D?B?- k’D'B
- A 22
6, - V(R) _E A k21 (10)
V (R2) EA- qk;
or
CV(R) 2E°A
Gons) = (11)

V. (Rz) EA+JE?A- KE'A

Now, we assume that
Cyl = Cy2 = CXl = CXz =C,, Cy1(2) = Cyz(2) = Cx1(2) = Cx2(2) =Cyp
I=ra === Ty Tl = T = Ty = T
Fs=re="ro I'spy=7Ter = o
The expressions of D”, E” and C” becomes
D"=2Y2, E"=2Y2d, and C’"=2YYt
where
d=(1- r)CZ+W, (k- 1)(1- ry)Cly. t=(ro- r)CZ+W,(k-1)(ry - 7y)Cl, and
the expressions (6), (7), (8), (9), (10) and (11) are given by
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d2- gt? 2d
s— and G _—
RN qt? opt (1) d+ ,—dz gD

_d(@- ryd- (r,- r9’c3)
Y@ n(a- nd- (r,- ryacg)c

2d?
(L- 7)d +4/(1- r)?d?- (- r)(r,- r)*dCe

Gopt(Z) =

_ (- n)d- (ry- r)*e’Ce
© (@ r)d- (ry- r)*qC}
2(1- r)d
(L- r)d +/(1- r)?d?- (- r)(r,- r)*dCe

Gopiay =

Also, the expressions (3), (4) and (5) becomes

qO = d’- vd*- 2d*t’ q® =@ =
opt tz ) opt opt

(L- r)d- J(@- r)?d?- (1- r)(r,- r)*dC?
(/’0 B r)zcg

The gain in precision of R, , Ra and Rz with respect to R for different values of C,,
Cops 7' oy Iy @d 1y, , are presented in tables 1-2 and in Figure 1. It is assumed that

N =300 and n =50. From these tables, we obtain the following conclusions:

(i) For the case C, < C,,,, the gain in precision of R, and Rz with respect to R
decreases as the values of C,, increases, whereas the gain in precision of R

with respect to R increases as the values of Cyp Increase; see Figure 1 (a).

(i) For the case C, >C,, , the gain in precision of R, and R, with respect to R
increases as the values of C, increases, whereas the gain in precision of Rz with

respectto R decreases as the values of C, increase; see Figure 1 (b).

(i) For the case C, =C,, , the gain in precision of all the estimators with respect to

R remain constant as the values of C, and C,,, increase; see Figure 1 (c).

(iv)  Forthe case r > r, the gain in precision of all the estimators with respect to R
decreases as the values of 7, increase; see Figure 1 (d).

(v) For the case r < r,, the gain in precision of all the estimators with respect to R
decreases as the values of 7 increase; see Figure 1 (e).
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(vi)  For the case r =r, the gain in precision of R;; with respect to R* remains
constant as the values of 7 and r, increase, whereas the gain in precision of R;*
and Rz with respect to K increases as the values of 7 and r, increase; see
Figure 1(f).

(vii)  Forthe case r, >r,, the gain in precision of K, with respect to K decreases
as the values of r, increase, whereas the gain in precision of R; and R:; with

respectto R remains constant as the values of I o Increase; see Figure 1 ().
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Table 1:  Gain in precision, G, G, and G of the estimate proposed over the
direct estimate for different values of Cy, C,,,, 7, 1y, 7y and rg,.1

Fore g Ty (k-1) W, G Gy a4 Gy Gy Gy
Co < CO(Z)

07 02 05 03 15 08 04 1 0.7 106 1418 1.05

07 02 05 03 15 08 04 15 07 105 29.75 1.02

07 02 05 03 15 08 04 2 0.7 104 5161 101
Co > CO(Z)

06 04 04 02 05 06 03 02 05 1062 127 1.058

06 04 04 02 05 06 05 02 05 1.068 114 1.066

06 04 04 02 05 06 07 02 05 1069 111 1.068
Co =Cop

06 03 05 03 1 07 01 01 03 1.08 200 1.07

06 03 05 03 1 07 03 03 03 108 200 107

06 03 05 03 1 07 08 08 03 108 200 107
r>r,

07 03 06 07 05 08 05 06 04 106 263 134

07 04 06 07 05 08 05 06 04 102 226 115

07 05 06 07 05 08 05 06 04 100 208 1.06
r<r,

02 07 06 07 05 04 07 03 03 109 111 1.09

04 07 06 07 05 04 07 03 03 105 108 1.06

06 07 06 07 05 04 07 03 03 101 105 101
r=r,

02 02 05 01 15 05 04 06 06 1.04 205 1.00

05 05 05 01 15 05 04 06 06 1.07 269 1.00

08 08 05 01 15 05 04 06 06 113 522 1.00
T'o) > T

07 06 05 02 15 08 05 06 04 108 391 101

07 06 05 03 15 08 05 06 04 104 391 101

07 06 05 04 15 08 05 06 04 101 391 101
T'o) < Top

05 06 01 04 25 06 05 06 08 102 489 100

05 06 02 04 25 06 05 06 08 1.01 446 1.00

05 06 03 04 25 06 05 06 08 100 4.03 1.00
To)= lop

07 02 05 05 15 06 02 06 05 1.00 1527 1.05

07 02 07 07 15 06 02 06 05 1.01 992 1.09

07 02 08 08 15 06 02 06 05 102 729 114
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Table2:  Gain in precision, G

v Gp and Gg,
direct estimate for different values of W,, (k- 1) and q. 2

of the estimate proposed over the

ro g Ty (k-1) W, C; Gy 0 G Gp G

WZ

0.7
0.7
0.7

02 05 05 15 02 02 06 08 1.015 6.25 1.14
02 05 05 15 04 02 06 08 1.004 1057 1.06
02 05 05 15 08 02 06 08 1.001 1950 1.03

(k-1)

0.8
0.8
0.8

03 04 06 0.5 08 02 06 04 1.00 13.70 1.16
03 04 06 1.0 08 02 06 04 101 2429 1.07
03 04 06 15 08 02 06 04 1.02 35.02 1.05

q

0.8
0.8
0.8

03 04 06 15 08 02 06 02 1.010 3444 103
03 04 06 1.5 08 02 06 04 1015 3502 1.05
03 04 06 15 08 02 06 06 1015 3509 1.05

(viii)

(ix)

)

(xi)

(xii)

36

For the case 7, < 1, the gain in precision of R, and Rz with respect to R

@

decreases as the values of r , increase, whereas the gain in precision of Rz, with

respectto R remains constant as the values of I increase; see Figure 1 (h).

For the case r, = r,,, the gain in precision of R, and Rz with respect to R
increases as the values of 7, and r,, increase, whereas the gain in precision of

Ra1 with respect to R decreases as the values of r'o and rg, increase; see
Figure 1 (i).
The gain in precision of R, and R, with respectto R decreases as the values of

W, increases, whereas the gain in precision of Rz with respect to R increases as
the values of W, increase; see Figure 1(j).

The gain in precision of Rz with respect to R decreases as the values of k - 1

increase, whereas the gain in precision of R, and Ra with respect to R
increases as the values of k - 1 increase; see Figure 1 (k).

The gain in precision of Rz , Rz, Rz with respect to R increases as the values
of g increase; see Figure 1 (I).
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Figure 1:  Gain in precision, G, G, and G, of the estimate proposed over the direct

estimate for (a)-(b) different values of C,, and C;, (c) the case C,=C,,, (d)-(e)
different values of r, and r, (f) the case r =r, (9)-(h) different values of r,, and
r,, (i)thecase r,=r,,, (i)-(k) different values of W, and k - 1, and (I) different values
of g.
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The optimum gain of R, , Ra and Rz with respect to R and the optimum fraction to
be unmatched for different values of C,, C,,, r, r,, r, and ry, are presented in

tables 3-4 and in Figure 2. From these tables, we obtain the following conclusions:

(i)  For the case C, <Cy,, the optimum gain of H, and Rz with respect to R
decreases as the values of C, increases, whereas the optimum gain of R with

respectto R increases as the values of C,,, increase.

(ii)  Forthe case C, > C,,, the optimum gain of R, , Rx and R with respect to R
increases as the values of C, increases.

(i) For the case C,=Cyy,, the optimum gain of R, and Rz with respect to R
remain constant as the values of C, and C,,, increase, whereas the optimum gain

of R with respectto R increases as the values of C, and C,,, increase.

(iv)  For the case r > r, the optimum gain of all the estimators with respect to R
decreases as the values of 7, increase.

(v) For the case r < r,, the optimum gain of all the estimators with respect to R
decreases as the values of 7 increase.

(vi)  For the case r = r,, the optimum gain of R, , Rz and Rz with respect to R
increases as the values of 7 and r, increase.

(vii)  Forthe case r, > 7y, the optimum gain of K, with respect to R decreases as
the values of rg, increase, whereas the optimum gain of K and Rz with
respect to K remains constant as the values of I o2 INCrease.

(viii) For the case 7, < r,,, the optimum gain of K, and Kz with respect to R
decreases as the values of r, increase, whereas the optimum gain of R:; with

respectto R remains constant as the values of I o increase.

(ixX)  For the case 7, =r,, the optimum gain of R, and Rz with respect to R

)
increases as the values of r, and r, increase, whereas the optimum gain of

Ra: with respectto R decreases as the values of 7, and r, increase.

(x) The optimum gain of R;k and R;kz with respect to K decreases as the values of

W, increases, whereas the optimum gain of Rz with respect to R increases as
the values of W, increase.
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(xi)  The optimum gain of R, and R with respect to R increases as the values of

k - 1 increase, whereas the optimum gain of R, with respect to R decreases as
the values of k - 1 increase.

(xii)  The optimum gain of R, , Rz and Rz with respect to R remains constant as the
values of g increase.

Table3:  Optimum gain, G and the optimum fraction to be

opt(1) ? GOPt(Z)’ GOPt(3)

unmatched, q0;, g% and q$ of the estimate proposed over the direct

estimate for different values of C,, Cy,), 7, 7y, I'p and 7y .

rry r @ o (k-1) W, C, Cyp G qc(,?% qc(»;l{tz) Coiy  Copy Copee)
Gy < CO(Z)

0.7 02 05 0.3 15 08 04 10 07 12 05 1.07 2.28 1.06

0.7 02 05 0.3 15 08 04 15 07 11 05 1.05 4.78 1.03

0.7 02 05 0.3 15 08 04 20 07 11 05 1.04 8.27 1.01
C, > CO(Z)

06 04 04 0.2 0.5 06 03 0.2 05 11 05 1.06 0.11 1.06

06 04 04 0.2 0.5 06 05 0.2 05 12 05 1.07 0.29 1.07

06 04 04 0.2 0.5 06 07 0.2 05 12 05 1.07 0.54 1.07
Co =Cyp

06 03 05 0.3 1.0 07 01 01 03 13 05 111 0.02 1.09

06 03 05 0.3 1.0 0.7 03 0.3 03 13 05 111 0.18 1.09

06 03 05 0.3 1.0 07 08 0.8 03 13 05 111 1.31 1.09
r>r,

0.7 03 06 0.7 0.5 08 05 06 04 12 08 1.07 0.75 153

07 04 06 0.7 0.5 08 05 06 04 11 06 1.02 0.58 1.18

0.7 05 06 0.7 0.5 08 05 06 04 10 05 1.00 0.52 1.06
r<r,

02 0.7 06 0.7 0.5 04 07 03 03 13 06 1.12 0.56 112

04 0.7 06 0.7 0.5 04 07 03 03 12 05 1.07 0.54 1.07

06 0.7 06 0.7 0.5 04 07 03 03 10 05 1.02 0.51 1.02
r=r,

02 0.2 05 0.1 15 05 04 06 06 11 - 1.05 0.33 1.00

05 05 05 0.1 15 05 04 06 06 12 - 1.07 0.43 1.00

08 08 05 0.1 15 05 04 06 06 14 - 1.13 0.83 1.00
T'o) 2 o

0.7 06 05 0.2 15 08 05 06 04 12 05 1.08 0.98 1.01

0.7 06 05 0.3 15 08 05 06 04 11 05 1.04 0.98 1.01

0.7 06 05 04 15 08 05 06 04 10 05 1.01 0.98 1.01
T'o) < Top

05 06 0.1 0.4 25 06 05 06 08 11 05 1.02 1.22 1.00

05 06 0.2 04 25 06 05 06 08 10 05 1.01 1.12 1.00

05 06 03 04 25 06 05 06 08 12 05 1.01 1.01 1.00
"o =g

07 02 05 05 15 06 02 06 05 10 05 1.00 0.61 1.05

0.7 02 0.7 0.7 15 06 02 06 05 10 05 1.01 0.40 1.09

07 02 08 0.8 15 06 02 06 05 10 06 1.02 0.29 1.14
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Table4:  Optimum gain in precision, G and the optimum

opt(1) ? GOPt(Z)’ GOPt(3)

fraction to be unmatched, g%, qi and g of the estimate proposed

over the direct estimate for different values of W,, (k- 1) and q.

r ro To T k-1) w, C, CO(Z) q qg‘;)t qé;la}z) Gopt(l) Gopt(z) Gopt(S)
W,

07 02 05 05 15 02 02 06 08 11 06 1.02 0.26 1.17

07 02 05 05 15 04 02 06 08 10 05 101 0.43 1.08

07 02 05 05 15 08 02 06 08 10 05 1.00 0.79 1.04
(k-1)

08 03 04 06 0.5 08 02 06 04 10 06 1.00 0.56 1.19

08 03 04 06 1.0 08 02 06 04 10 05 101 0.98 1.08

08 03 04 06 15 08 02 06 04 10 05 1.02 141 1.05
q

08 03 04 06 15 08 02 06 02 10 05 1.02 141 1.05

08 03 04 06 15 08 02 06 04 10 05 1.02 141 1.05

08 03 04 06 15 08 02 06 06 10 05 1.02 141 1.05
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4. Comparing estimators in terms of survey cost

We give some ideas about how saving in cost through mail surveys in the context of
successive sampling on two occasions for different assumed values of C, C,,, 7, 7,
Tays Togs Wy, (k-1) and g. Let N =300, n=50, ¢, =1, ¢, =4, and c, =45, where
Co» G, and c, denote the cost per unit for mailing a questionnaire, processing the results

from the first attempt respondents, and collecting data through personal interview,
respectively. In addition, C,, is the total cost incurred for collecting the data by personal

interview from the whole sample, i.e., when there is no non-response. The cost function
in this case is given by (assuming the cost incurred on data collection for the matched and
unmatched portion of the sample are same and cost incurred on the data collection on
both occasions is same)

C,, = 2nc,. (12)

Substituting the values of n and c, in Eq. (12), the total cost work out to be 4500.
Let n, denotes the number of units which respond at the first attempt and n, denotes the
number of units which do not respond. Thus,

()  The cost function for the case when there is non-response on both occasions is

c,N
C, =24 con+cn+ 2

& k-1H'

The expected cost is given by

E(C,) =2n, c +cW, +CW u

8 k- 18
where W, =N, /N and W, = N, /N, such that W, +W, =1 and

= n(d?- qgt*)
(d*- gt
(i) The cost function for the case when there is only non-response on the second
occasion is
CZnZ

C, =2
con+c1n+8c1n+ ~1H

and the expected cost is given by

AN

U

E(C)=n, 82c +c(\N1+1)+ H.

where
. _n@- r)(@- ryd- (ry- r)*qcg)c:
Y d(@- nd- (r,- r)*q°CE)
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(iii) The cost function for the case when there is non-response on first occasion only is

«_ € c,n, U
C,= §C1n1 +ﬁ§+ 2c,n+cyn,

which expected cost is expressed as

where

z

E(C}) =1 26, + oW, +1)+ e

C
k-1

E_\ c/

- (@ )d- (r,- r)'aC?)
A - (ry - 1)AC

By equating the variances Rz R;, and R;, respectively, to V(R*) and using the
assumed values of different parameters, the values of the sample size for the three cases

and the corresponding expected cost of survey were determined with respect of R, , Ra1,

and Rz. The sample sizes associated with the three estimators which provide equal

precision to the estimator R are denoted by n;, n/ and n;. The results of this exercise

are presented in tables 5-6 and in Figures 3-4. From these tables, we obtain the following
conclusions:

(i)

(i)

For the case C, < C,, , the saving in cost for R, and Ry increases as the values
of C,, increase, whereas for R the saving in cost decreases as the values of
Cyy Increase; see Figure 3(a).

The sample sizes for R, and Rz, which have the same precision than R,
increases as the values of C,, increase, whereas the sample size for R21, which
have the same precision than R decreases as the values of C,, increase; see
Figure 3(b).

For the case C, > C,, , the saving in cost for R, and Rz decreases as the values
of C, increase, whereas for R the saving in cost increases as the values of C,
increase; see Figure 3(c).

The sample sizes for R, and R, remains constant as the values of C, increase,

whereas for R the saving in cost increases as the values of C, increase; see
Figure 3 (d).
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(iii)

(iv)

v)

(vi)

(vii)

(viii)

44

For the case C, = C,, the saving in cost for all the estimators remains constant as
the values of C, and C,, increase; see Figure 3(e).

The sample sizes for all the estimators, which have the same precision than R |
remain constant as the values of C, and C,, increase; see Figure 3(f).

For the case r > r, the saving in cost for all the estimators increases as the
values of 7, increase; see Figure 3(g).

The sample sizes for the three estimators, which have the same precision than R |
increases as the values of 7, increase; see Figure 3(h).

For the case r < r,, the saving in cost for all the estimators increases as the
values of 7 increase; see Figure 3(i).

The sample sizes for the three estimators, which have the same precision than R |
increases as the values of 7 increase; see Figure 3(j).

For the case r = r,, the saving in cost for R, remains constant as the values of
r and r, increase, whereas for R, and Ra: the saving in cost decreases as the

values of 7 and r, increase; see Figure 3 (k).

The sample sizes for B, and R.i, which give equal precision to R decrease as

the values of 7 and r, increase, whereas the sample size for Rz, which has the

same precision than R , remains constant as the values of 7 and r increase; see
Figure 3 ().

For the case r,, > r,, the saving in cost for R, increases as the values of 7,

increase, whereas for Ry and Rz the saving in cost remains constant as the
values of r, increase; see Figure 4(a).

The sample size for R, , which have the same precision than R | increases as the

values of r, increase, whereas for R, and Rz which give equal precision to

R remains constant as the values of I'o increase; see Figure 4(b).

For the case 7, < r,,, the saving in cost for R, and Rz increases as the values

of 7, increase whereas for R, the saving in cost decreases as the values of r

increase; see Figure 4(c).
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(ix)

)

(xi)

(xii)

The sample size for R;_, which have the same precision than K remains constant
as the values of r, increase, whereas the sample size for K, and Ry, which
have the same precision than R*, increases as the values of r, increase; see
Figure 4(d).

For the case 7, = Iy, the saving in cost for R, and R, decreases as the values

of r, and ry, increase, whereas for R the saving in cost increases as the
values of r, and r, increase; see Figure 4(e).

The sample sizes for R, and Rz, which have the same precision than R,
decreases as the values of r, and r, increase, whereas the sample size for

Rz1, which have the same precision than R increases as the values of r, and
I'o increase; see Figure 4(f).

The saving in cost for R, and Rz increases as the values of W, increase,

whereas for Rz the saving in cost decreases as the values of W, increase; see
Figure 4(g).

The sample sizes for B, and Rz, which have the same precision than R |
increases as the values of W, increase, whereas the sample size for Ra:, which

have the same precision than R decreases as the values of W, increase; see
Figure 4(h).

The saving in cost for all the estimators decreases as the values of k - 1 increase;
see Figure 4(i).
The sample sizes for R, and R.i, which give equal precision to R decrease as

the values of k - 1 increase, whereas the sample size for R, which has the same
precision than R | increases as the values of k - 1 increase; see Figure 4(j).

The saving in cost for all the estimators decreases as the values of g increase; see
Figure 4(Kk).

The samples sizes for R, and R.:, which give equal precision to R remain
constant as the values of q increase, whereas the sample size for Rz, which has

the same precision than R | decreases as the values of q increase; see Figure 4

().
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Table5:  Sample sizes and corresponding expected cost of survey, which have the
same precision than R, , R, and R, with respect to R for different
values of Cy, Cy,y, 7, Iy, £y and 7y,

rro roy o (k-1) W, C Cu 9 n, n n, EC;) EC) EC)

C0<C0(2)

07 02 05 03 15 08 04 10 07 47 3 47 242994 10859 146599

07 02 05 03 15 08 04 15 07 48 2 49 246207 5176  1507.64

07 02 05 03 15 08 04 20 07 48 49 247272 2984  1521.90

C0>Co(z)

06 04 04 02 05 06 03 02 05 47 39 47 532583 242564 291077

06 04 04 02 05 06 05 02 05 47 44 47 530043 269525 288931

06 04 04 02 05 06 07 02 05 47 45 47 529210 278028 288241

COZCO(Z)

06 03 05 03 1 07 01 01 03 46 25 47 311863 96518 1809.71

06 03 05 03 1 07 03 03 03 46 25 47 311863 96518 1809.71

06 03 05 03 1 07 08 08 03 46 25 47 311863 96518 1809.71

r>r,

07 03 06 07 05 08 05 06 04 47 19 37 694827 149832 293671

07 04 06 07 05 08 05 06 04 49 22 43 720224 174218 341467

07 05 06 07 05 08 05 06 04 50 24 47 734304 189669 371750

r<r,

02 07 06 07 05 04 07 03 03 46 45 46 361249 199808 203478

04 07 06 07 05 04 07 03 03 47 46 47 373353 205339 210368

06 07 06 07 05 04 07 03 03 49 48 49 388799 211408 219174

r=r,

02 02 05 01 15 05 04 06 06 48 24 50 172244 55969 1150

05 05 05 01 15 05 04 06 06 47 19 50 168010 42791 1150

08 08 05 01 15 05 04 06 06 44 9 50 158730 22036 1150

T'e)> log

07 06 05 02 15 08 05 06 04 46 13 50 239696 39417 152937

07 06 05 03 15 08 05 06 04 48 13 50 2487.08 39417 152937

07 06 05 04 15 08 05 06 04 49 13 50 254569 39417 152937

To) < o

05 06 01 04 25 06 05 06 08 49 10 50 131864 18797 91879

05 06 02 04 25 06 05 06 08 50 11 50 132731 206.16 91867

05 06 03 04 25 06 05 06 08 50 12 50 133463 22826 91853

"o = T

07 02 05 05 15 06 02 06 05 50 3 47 205317 8383 121561

07 02 07 07 15 06 02 06 05 49 5 46 204258 12904 117425

07 02 08 08 15 06 02 06 05 49 44 202447 17566 112421
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Table 6: Sample sizes and corresponding expected cost of survey, which have the
same precision than R, Kz and Rz, with respect to R for different
values of W,, (k- 1) and q
I ry re ey &1 W, C, Cyp O n; n n, EC;) E(C) EC)
WZ
07 02 05 05 15 02 02 06 08 49 8 44 100408 12168 669.25
07 02 05 05 15 04 02 06 08 50 5 47 153303 9649  964.86
07 02 05 05 15 08 02 06 08 50 2 49 257681 7896  1500.26
(k-1)
08 03 04 06 05 08 02 06 04 50 4 43 736459 28752 339278
08 03 04 06 1.0 08 02 06 04 49 2 46 374049 8811 199139
08 03 04 06 15 08 02 06 04 49 1 48 254138 4397 146870
q
08 03 04 06 15 08 02 06 02 49 1 48 255444 4472 149354
08 03 04 06 15 08 02 06 04 49 1 48 254138 4397 146870
08 03 04 06 15 08 02 06 06 49 1 47 254089 4389 146584
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Figure 4: Corresponding expected cost of survey and sample sizes, which have the same
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5. Conclusions

In this paper, we have used the HH technique for estimating the population ratio of mean
in mail surveys. This problem is conducted for current occasion in the context of
sampling on two occasions when there is non-response (i) on both occasions, (ii) only on
the first occasion and (iii) only on the second occasion. The results obtained reveals that
the gain in precision is maximum for the estimation of the ratio of mean when there is
non-response only on the first occasion, whereas it is least for the estimation of the ratio
of mean when there is non-response only on the second occasion and when there is non-
response on both occasions. Also, we have derived the sample sizes and the saving in
cost for all the estimators that have the same precision than the direct estimate using no
information gathered on the first occasion. In the majority of the cases the sample sizes
and the saving in cost is maximum for the estimation of the ratio of mean when there is
non-response on both occasions, whereas it is least for the estimation of the ratio of mean
when there is non-response only on the first occasion and when there is non-response
only on the second occasion.
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