Pak.j.stat.oper.res. Vol.20 No. 3 2024 pp 517-531 DOI: http://dx.doi.org/10.18187/pjsor.v20i3.4429

Pakistan Journal of Statistics and Operation Research

On estimation and monitoring of population mean
using systematic sampling under an exponentially
weighted moving aver age scheme

Amber Karint, Hina Khad* Yasar Mahmoot Muhammad RiaZ
Shabbir Ahmadl

* Corresponding Author

1. Department of Statistics, Government Collegeversity, Lahore, Pakistaamberkarim522@gmail.com
hinakhan@gcu.edu.pkyed.yasar@gcu.edu.pk

2. Department of Mathematics, King Fahd UniversityPetroleum and Minerals, Saudi Arabia.
riazm@kfupm.edu.sa

3. Departmenbf MathematicsCOMSATSUniversity, IslamabadshabbirahmarB6@yahoacom

Abstract

The present study proposes a generalized ratima&tsti for estimating the population mean undersifstematic
sampling technique by considering auxiliary infotima and auxiliary attribute. Its bias and Mean &guError
(MSE) expressions have been derived. Mathemataraparisons are made by comparing the proposedastim
with the usual mean estimator, Swain (1964) estmdhal and Tuteja (1991) estimator, and Singh &imdjh
(1998) estimator, and it is shown that the proposstimator is more efficient than the previousreators. A
numerical comparison is also performed to demotesttae superiority of the proposed estimator over t
traditional estimators. The technique of ratio restors based on systematic sampling is used t@miesi
Exponentially Weighted Moving Average (EWMA) cortolart. The Control chart is a significant indigttool
for monitoring the process mean. To evaluate perémice efficiency Average run lengths (ARL) are otetd in
this study. The proposed charts are compared basealt-of-control ARLs. A chart based on the praabs
estimator is superior as it detects the shiftseratian charts based on existing estimators. Eogbiwork is done
to support the study. The suggested efficiencyrihér addressed utilizing real-life examples dantitations using
R-Studio.

Key Words: Systematic sampling, Auxiliary attribute, Mean argierror, Exponentially weighted moving
average control chart, Average run length

1. Introduction

Ratio estimators are generally used for the estimatf population mean or total by using precedifgrmation
on an auxiliary variable that correlates witly (Shabbir and Yaab 2003). The concept of usinglianxiinformation
is commonly used in estimation and survey sampledhniques. The usage of auxiliary information witio
estimators causes a significant reduction in tiienasor’s variance therefore it will raise its pion (Khan 2017).
Khan (2017) proposed a ratio type estimator uniderSystematic Sampling technique. (Hd$212, Griffth 1945,
Griffth 1946) studied the efficiency of SystemaBiampling in certain natural populations and founcbivenient.
Lahiri (1954) discussed in detail the estimatiotsirstematic Sampling. The auxiliary informatiortlie structure of
estimators was used by (Kushwaha and Singh 198%rBsi et al. 1993, Singh and Singh 1998).

The terminology of Khan (2017) has been used bgidening the finite populatioN from which a sample of
is taken under the systematic sampling technidug presumed that population size and samplesszenultiples of
each other andi is an interval of a samplingV = nk). Let the study variablg, auxiliary variablex, and auxiliary
attribute¢ have observationg, x; andd; correspondingly for thé" unit(i = 1,2, ... ... N). Examples of such are.
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. If y; is the production of apples in the year 1998, thewill be the area of production of apples in the
year 1999 wher& = 204, n = 17 andk = % =12 . (Khan 2017)

. If y; is the profit of a certain cardholder company thewill be the income of the cardholder of units and
&; maybe gender wheré = 20, n = 5 andk = % = 4. (Ronald E. Walpole et al. 9th ed)

Moreover(Y, X) are the population means afy x) are sample means of variabjeandx respectively and
Py = % whered = YN ¢; for populationpy, = % wherea = Y-, ¢, for the sample are proportion units possessing
¢; attribute.

The auxiliary information can be used in controduth (CC) to increase their performance efficieridye CC
is used to monitor the variability in the processam. Riaz (2008) presented the plotting statistia €C using
auxiliary information at the time of estimation. ldeed the regression type estimator in CC to mottfite process
mean and shows the dominance of his chart over [&mwype CC. Roberts (1959) was the first whaaestthe
change in the process mean by introducing EWMAis$iat Abbas et a2014) has used an EWMA-Type CC to
examine the process mean having auxiliary inforomatNoor-ul-Amin et al (2018) proposed EWMA CC hayi
auxiliary information in the form of dual parametratio estimators.

The ratio estimation technique for the mean undgte®natic Sampling design can be used in desigthiag
control structure of the proposed charts. The ixgsstudies do not have the estimators based orsystematic
Sampling scheme to propose CC. Thus, in this péperstructure of EWMA CC's is introduced basedatin-type
estimators under SS such as (Swain 1964, Bahl atgar1991, Singh, and Singh 1998), and the prapgereralized
systematic estimator. The ARL values are used &tuate the performance of CC when there are séhifits in the
process mean where ARL is the average of samfildsetishift is detected. The in-control and outoftrol ARL's
are represented IARL, andARL, respectively.

Section 2 presents notations that we will use timedors. Section. 3 comprises the existing estmsatvhile
section 4 gives details of the proposed estimabection 5 consists of mathematical comparisonsropgsed
estimators with traditional estimators. Sectiono@tains a structure of classical EWMA CC. Sectich &olds the
design of the proposed EWMA CC and 6.2 describep#rformance method used for evaluation whereasdtion
6.3, an algorithm of the construction processvei Section 7 has numerical work with sub sectibfiscontaining
mean square error and the subsection 7.2 involeeeptage relative efficiencies comparing propdSatMA CCs
based on Ratio Estimators. Lastly, the articleoisotuded in Section 8.

2. Notations

To attain the bias and Mean Square Error (MSE)iféérént estimators, we need the relative erromgeand their
expectations which are given below.

Let ey = % , ey = ’%X and ey = Po~Pe
Suchthat  E(e,) =0,E(e,) =0 andE(ey) =0
In a first-order approximation, we have
E(eZ) = 0q,CZ  E(e?) = 0q,C% E(eye,) = 9\/q_y\/apxy Cy Cy
E(eyey) = 0y [qq Poy Cy Cy + E(egex) = 0/ap/ax pxy Cp Ci

wheref = = (%) y Qy = 1+m- 1)py), gGxr=0+n—-1py)

n

2 S; 2 S)? 2 Sclz)
4y = (1+ (n—1py) and C} =ﬁ,cx =7 Cq’:P_qf
_ By = N0ow - 1) _ E{(xy = X) Gy = D) _ E{(dy = Py)(dw — Py)}
Py = 7)? ' Px = =2 ’ Py = 2 ,
E(y;—7) E(x;; — X) E(by — Py)
j#Fv
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Sxy 5y<l> SXCP
Pyx = ; Pyd = » Pxp =
rx SxSy Y 5¢5y x SxSe
1 S 1 = Q
SE=—13¥N (- 1)?; SF =30 (x, - X)? ; S} ="t whereP, = 1-Q,

Syx = 1(2 yix; - NXY) Sy ——<Z Yibi — NP7 )
S = (i xidhs — NP¢)?>

i=1
3. SomeExisting Estimators
Now we will discuss some existing estimators that@esent in the literature.

i. The classical sample meapn €stimator variance under systematic samplingvisrgas
Var(y) = 6Y%q,C5 1)

ii. Swain (1964) had used the systematic samplingualustio estimator given as

V==X (2)

><|I‘<I

Bias under systematic sampling was given as
B(¥) = 0Yq,(1 — Kxpy)Cx 3)
And MSE at first order given as

MSE(y,) = 6Y%q,[pz"Cy + (1 — 2Kxp3)CY] (4)

wherep, = / and Ky = pxyg—

iii. Bahl and Tutej§1991) had given an exponential ratio type estimgizen as

X—x
V. =y 5
oe = Yexp == )
The bias and MSE at first-order approximation urgjestematic sampling are given as
— 52 2 1 *
B(ybt) = —0Yq,C; g (1 + 4‘Kpr) (6)
= 2 * 2 1 * 2
MSEGe) = 0 P2a,[pd ¢} + (4 - Kepi ) €3] ™

iv. Singh and SingfiL998) had given the following estimator

3
Vs = Z Wi dl. (8)
i=1
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andWl = (1 - Kx)z, Wz = (3 - 2Kx)Kx, W3 = KX(KX - 1)
such thaty?, w; = 1 forw; € R and w; (i = 1,2,3) denotes the constants whose values are to berdeeet.

MSE of the above estimator under systematic samgliven as
MSE (Jss) = oY? qu}%[l - pxyz] 9)

v. Singh et al (2007) had given the Bahl and Tuteg®{) estimator with the auxiliary attribute as

P, —
_ _ ¢ ~ Po

Ys =Yexpo——— (10)

’ Py + g
The bias and MSE at first-order approximation urgjetematic sampling are given as
— 52 2 1 *
B(J;) = —6Yq4CE g (1+4Kyp3) (11)
5 V2 2% 2 1 * 2
MSE(y,) = 6 Y2qelpg Cy + (Z — Kyp4 | Cl (12)

wherep;, = [Z—y andky = pyq,g—y
b b

vi. Noor-ul-Amin et al (2018) gave an EWMA control chasing two parametric ratio estimators. They ubed
following estimator

Y+ k(uy — X)

= 4 "7 + 13

s ew GOl (13)

wherea andp are parameters of the auxiliary variable whosermftion is known in advance akds an optimizing
constant.

The MSE for the above estimator is
2 1 2 2
MSE(My) = o4, =~ (07 (1 = pxy)) (14)

4. Proposed Estimator

Motivated by Singh and Singh (1998) and Khan (2043timators the following generalized class of asbd
exponential type estimators has a qualitative arahtitative variable for the population me&i (nder systematic
sampling scheme is proposed, which is presented as:

3

ygs = Z a; Wi, (15)

i=1

-5 - Py=Po _ 5 X-x
wherew; =y, w, =y exp (P¢+p¢), ws = yexp ()?+(a—1)9?)
suchthaty?  a; = 1
wherea;e R (i = 1, 2,3) are the constants, whose values are to be detdmin

Rewriting Eqg. (15), we have
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y + Po—Po) L o5 X-x (16)
Vgs = 1 + azy exp Ptre) TP\ T @ Dr

Expressing Eq. (16) in terms &f, to a first-order approximation, we have

Vs = (Ye, +7) a1+a2exp( (1+2¢) >
17)
—€x ex(a )
1
+a3exp<a ( + P > )l
o ey, «@
ygs—Y=Y[ey—a27¢—fex] (18)
Squaring both sides of Eq. (17) and taking the etgtions, we have
2
E(gs = 1% = 072 [q, C2 + % 4C3 + % 4,C2 + 22 [0 G2 CoCupipe
a5 (29)
@23/ Ay Cy CopPipy —257V4x qunypxy]
From Eq. (19) the optimum value @f is
q,C
asz = ZFC_y(pxy - pxcl)pcby)/(l - pfbxz)
qx X
From Eq. (19) the optimum value @5 is
qy C
ay =2-— \/_y Cy [pcby pc}pxpxy]/(l ~ Pxd )
Vs
Substituting the value ofd;’ and ‘a,’in Eq. (19) and simplifying, we have
MSE (¥45) = Y% q,C2[1 — R ] (20)
Py PR 2PyePxgPyx
where Ry =2 sy
Now again considering Eq. (17) and taking expeatative have
. = (A2 3 . as .
Bias = 0Y (7 46Cs [Z - p¢K¢] + ;qu,? [a+1-— prx]) (21)
C
WhereKq) = C—ypyq, y ,ny Cx and)c]) - \/7 L a= \/_Cy ay
¢ \/—Cxpxy

5. Mathematical Comparisons

The generalized systematic proposed estimatortierlfer practice in real life as compared to erigtestimators if
it is verified that it has the smallest MSE. Sa,tfds, the mathematical conditions are necessabetderived. Thus,
the generalized systematic estimator will be mdfieient if and only if: (Detailed proofs are shovim ““Appendix
Section I”)
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Condition (i) The proposed estimator will be mofféiceent than the classical mean estimator undestesyatic
sampling if

Var(}_/gs) <Var(y) if

RZ,, >0 (22)

_ Pyo PR 2PypPxePyx
- 2
1—px¢

2
where RS o

Condition (ii.) The proposed estimator will be meféicient than Swain (1964) estimator under systécrsampling
if

Var(ygs) < Var(y,) if

2

(1 - ZKXpX) C2 *2

+ R2,4 20 (23)

Condition (iii.) The proposed estimator will be raafficient than Singh and Sin¢t998) estimator under systematic
sampling if

Var(}_/gs) < Var(y,) if
R? yxp — Pxy> =0 (24)

Condition (iv.) The proposed estimator will be mefBicient than Bahl and Tuteja (1991) estimatodemsystematic
sampling if

Var(ygs) < Var(yy,,) if

1 cz
( : prx) ot RZ.4 >0 (25)

6. TheDesign Structure of the EWMA Control Chart

Let us consideX a random variable following a normal distributiasith meanu and standard deviatian Then
EWMA statistic given by Roberts is defined as

Z,: = /1x,: + (1 — A)Z(,:_l) (26)

where0 < 4 < 1is the smoothing constai#l,_;, representing past information afiglis the initial value taken as
the target mean. Its variance is given as

Var(Z)) = o?

) .
G- A=D1 5i=12.. 7

From Eq. (27), wheh — o then asymptotic variance

(28)

Var(Z;) = o? )

Hence, the time varying and asymptotic control ténaif the EWMA control chart are following:
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UaJMl=uoiLJﬁ [1—(1—21)2] (29)

2-2

(30)
} 2
UauazmiLﬁQ_D

The in-control region is betwediCL andLCL andL is the coefficient of control limits.

6.1. The Structure of the Proposed EWMA Control Chart

EWMA is aimed to identify minor shifts in the prasemean and detect the process variability anddiindhe change
in the process mean. Here we have proposed the E\&ol chart using different ratio estimatorsngavith
proposed estimator under systematic sampling.

The sequencg,; is based o ,,; x; (Where k = 1,2,3,4) using the recurrence formula is termed as
ki = AV optii + (L = D Pk(i-1y (31)

where0 < 2 <1

Sa vy (k = 1,2,3,4), is the statistic of the proposed EWMA controhttbased on the usual mean estimator, Swain
(1964) estimator, Bhal and Tuteja (1991) estim&iagh et al (2007) estimator, and generalized megastimator,
for mean, and its starting value j&, = 1. So, the mean and variance of the above staistic

EGr) =y =Y (32)

A
Var(yy) = mvar(j_/ opt ki) (33)

wherevar (¥ ,,¢ ;) Mmentioned in Eq. (1,7,12 and 20) respectively. Tae(yy;) (k = 1,2,3,4) are defined as

A _
Var(yy;) = =7 AGYquCf (34)
. A ) 1 ) 35
Var (a0 = 50 Paylp 3 + (3 - Kep ) G2 %)
_ A > . 1 . (36)
Var(¥s;) = =7 6 Y?qy [pé C+ (Z - K¢p¢> Cclz)]
(37)

A _
Var(yu) = mgyz ayCy[1— R} ]

2 2
« _ |y _ Gy 2 _ PyptPxpT2PypPxpPyx
wherepg, = [% ' K = pyo e andRy .4 = 7,

The control limits under the proposed estimatongi§S are given as

1 (38)
UCLI/LCLl = Uy T L mgyz%ch
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1 ~ 1 (39)

UCL/LCL, = py £ L |50 V2q,[p3'C + (5 — Kupi ) C21
1 B 1 (40)

UCLs/LCLy = py + L |50 V2q4[p'C} + (Z - Kq,p;) cz)
(41)

R
UCLy/LCLy = p,, + ij 072 q,C3[1~ R} ]

wherel is the control constant and its values are sadanoteuch a manner that the proposed EWMA contrattdin-
controlARL, obtain a definite level of certain value of targ®L of process.
6.2. Performance M ethod

There are different methods to check the performaafticiency of the control chart but here the ARblues are
intended to use for this purpose. It is a commoasuee used to judge the performance of a chartrisotee specific
shifts. The in-control status is symbolizedA®L, while the out-of-control b§RL,. A chart will be considered more
effective compared to others if it has a smallgl., at fixed choices allRL,. It may be defined as:

Zm(RL)m
m

ARL = (42)

The ARL,.are attained by using the following algorithm thgh simulation:
6.3. Algorithm

a) Let us consider three variables taken from multatarnormal distribution which are Y, X adsl These

Y Ky\ (Oyy Oyx Oyp
variables can be expressed in matrix forr<)§% ~ N (Mx),(axy Oxx qu;)

¢ Ho/ \9py OT¢x Opo
b) A sample of 100000 is generated from a multivanetemal distribution having a subgroup sample 10.
c) Calculatey,,; for each subgroup.
d) Calculate mea®'(y,;) and varianc& (y,;) from subgroup sample.
e) Calculatey,; based on the above information.

f) Select the values farand choose L according to the selected ARhd calculate the control limits.

g) Computing out of contradRL of sizen from a shifted multivariate distribution.

h) Repeat the steps (c) to (d) and complRé, s under different mean shifts using the same vaflueobtained
in (f).

7. Numerical Study

In this section mean squares of the systematimattr have been numerically compared with the MSEthe
existing ratio estimators. For the comparisonshtejgppulations are used from real-life data. Theitke of the
populations are given below:
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Table.1l Summary Statistics

Pxy
Pys
Pxo
Py
Px
Py

Table

Pxy

Source Kadilar and Cingi | Source Government of Pakistan Source female Walpole"9
(2017) (2016-2017; 2017-2018) edition Pg. 476
X= production of apples in X= Area in hectares (2016-2017 X= Income of card holder,
year 1998, Y= production of = Y= Production of crops 2016-Y= Profit of a certain credit
apples in year 1999 2017, Py: ¢= 1 for area in card companyPy: ¢ = 1 for
P, : ¢ = 1if number of apple = hectares >100 (‘000) and Omale and O for female
trees < 50,000 in 1999 and 0 otherwise (2017-2018)

otherwise
1 2 3
204 30 20
17 6 5
12 5 4
1014.853 659.4933 43282.5
966.956 4375.583 48.45
0.1078 0.4333 0.5
6.0784 10.3495 26.8203
6.1425 6.8014 0.2596
8.2727 1.353 1.05263
0.9434 0.4233 0.2034
0.6040 0.3585 -0.3676
0.6159 0.4277 0.3702
-0.0141 -0.0561 -0.2135
-0.0159 -0.0784 -0.1512
-0.0381 -0.1674 -0.2
.1 Continued

Source: Applied Linear Statistical Models 2004&0urce: Applied Linear Statistical Models
Pg 1350 data set 3 2004, Pg 1351-52 data set 5

X= Average monthly price of product (dollars)X= Serum prostate-specific antigen level
Y= Average monthly market share for produgmg/ml), Y= Prostate weight (gmp,=
(percent),P, Presence or absence of discoumresence or absence of seminal vesicle
price during periodd = 1 if discount, and 0 invasion:p = 1 if yes and 0 otherwise

otherwist

4 5
36 96

4 6 9 12 12 16 32
9 6 4 3 8 6 3

2.3244 21.2162

2.6639 45.4133

0.5833 0.21

0.0098 1.0233

0.0049 2.3577

0.7347 3.7747

0.1885 0.0201
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Py 0.7907 -0.0058
Pxp -0.0085 0.5269
Py 0.1182 0.3472 -0.0485 0.1265 -0.0217 -0.0317 -@015
Px -0.0833 0.059 0.098 0.0534 -0.0503 -0.0394 -0.0259
P -0.1048 0.0629 -0.0286 -0.0286 -0.0335 -0.0358 1450
Table .1 Continued
Source: Applied Linear StatisticalSource: Applied Linear Source:  Applied Linear

Models 2004, Pg 1352 data set 6 Statistical Models 2004, PgStatistical Models 2004, Pg
X=Number of months team hasl353 data set 7 1354-55 data set 9

been together, Y= Number ofX= Finished area of X= Total number of
website orders in backlog at theesidence (square feet), Y=nterventions or procedures
close of the quarteP,=A change in Sales price of residencecarried out, Y= Number of

the website development procesglollars), P,= Presence or emergency

room visits,

occurred during the second quarteabsence of air conditioning: P,=Gender of subscribed: =
of 2002:¢ = 1 if quarter 2 or 3, 2002 ¢ = 1 if yes and 0 otherwisel if male and 0 otherwise

and 0 otherwis

Pop 6 7
N 72 520
n 9 12 18 26 52
k 8 6 4 20 10
X 10.7222 2264.1981
Y 27.8472 278540.86
P, 0.3472 0.8327
(o 0.0831 0.2447
c2 0.2725 0.0983
cs 1.9031 0.2013
Py 0.7835 0.8184
Pyo 0.4457 0.2861
Pxo 0.6242 0.2646
p, -0.0789  -0.0613  -0.0424 -0.0274
p,  -0.0975 -0.079 -0.0522 -0.0255
Py -0.103 -0.0751  -0.0489 -0.0066

-0.0161
0.0147
-0.0028

8

780
39 78
20 10
4.7038
3.4231
0.2282
0.5889
1.4253
3.3864
0.3681
0.1079
0.033
0.0003
-0.0121
0.0066

0462
4500
@001

7.1 Performance Efficiency Comparison of Proposed EWMA Control Chartsbased on Ratio Estimators

This section gives the evaluation of proposed ahsingARL's at different shifts §) i-e 0-3. The purpose of a
proposed CC is to monitor the shifts in the procesan undey, y,. , ys andy,s estimator. Furthermore, for the

evaluation of performance the Monte Carlo simulaiavith 5000 iterations are used. In this study, Pearson

correlation is using to investigate the relatiopghétween numeric and binary variables. The rationators follow

a normal distribution o = 10* and the sample size of = 10 is taken to attain the ARL values, at 0.05 ardd 0.
values ofl, and compare the performance of the proposeditigpeatontrol chart.

These results of ARL’s are provided #RL, 370 from various specific shifts 0-3at 0.90, p=0.50 andp =
0.25 in the form of tables (Table 2-4). The vala&s is determined forARL, 370 is also stated in tables 2-4.
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Table 1: ARL valuesfor Proposed EWMA CC when ARL, = 370 and p,, = 0.9

A=10.05 A=0.2
L=2.5082|L=2.48981|L=2.4874|L=2.5142|L=2.8790|L=2.8521|L=2.8429 | L =2.8684

6 y Yot ¥s Ygs y Yot Ys Ygs
0 | 370.168| 370.528] 371.160 371.6Y2 369.374 369/520 .1869 370.872
0.25| 13.996 7.206 15.528 5.528 14.226 5.934 16.256 4.220
05| 6.252 3.468 6.986 2.780 5.016 2.472 5.534 1.952
0.75| 4.068 2.404 4.564 2.044 2.846 1.714 3.298 1.302
1 3.106 1.996 3.474 1.748 2.142 1.226 2.382 1.012

0

0

0

2 1.902 1.000 1.984 1.000 1.062 1.00
25| 1.402 1.000 1.770 1.000 1.002 1.00
3 1.050 1.000 1.234 1.000 1.000 1.00

1.146 1.000
1.008 1.000
1.000 1.000

Table2: ARL Valuesfor Proposed EWMA CC when ARL, = 370 and p,, = 0.5

A=0.05 A=0.2
L=2.5106|L=2.493|L=2.4892|L=2.5338|L=2.8794|L=2.8552|L=2.8598| L =2.930
é 7 ybt ys ygs 7 ybt ys ygs

0 | 371.43¢|370.52{| 370.01( | 371.66¢ | 371.20¢ | 370.52: | 370.52. | 371.87!
0.25| 14.12( | 11.79¢ | 15.92¢ | 11.88. | 14.44: | 10.55. | 17.00( | 11.18:
05| 6.23( 5.37¢ 7.14( 5.42¢ 4.93¢ 3.90¢ 5.56¢ 4.08(
0.75| 4.08( 3.65¢ 4.59¢ 3.67¢ 2.92¢ 2.47( 3.33¢ 2.48¢

1 3.16¢ 2.80¢ 3.47¢ 2.87¢ 2.17¢ 1.88¢ 2.39( 1.93¢

2 1.93¢ 1.66¢ 2.002 1.79¢ 1.04¢ 1.00¢ 1.18: 1.01%
25| 1.45( 1.11¢ 1.81¢ 1.17¢ 1.00( 1.00( 1.00¢ 1.00(

3 1.05( 1.00: 1.31¢ 1.00¢ 1.00( 1.00( 1.00( 1.00(

Table 3: ARL Valuesfor Proposed EWMA CC when ARL, = 370 and p,, = 0.25

A=0.05 A=0.2
L=2.509 | L=2.489 | L=2.471 | L=2.532 | L=2.880 | L=2.856 | L=2.851 L=2.916

é 7 ybt ys ygs y ybt ys ygs
0 370.168| 370.528| 370.010| 370.870| 371.208| 370.522| 370.010 369.822
0.25 14.012 | 14.254 | 15.940 | 13.504 | 14.442 | 13.132 | 17.636 13.302

05 6.296 6.186 7.222 6.200 4.936 4.590 5.480 4.744
0.75 4.102 4.118 4.600 4.056 2.928 2.848 3.262 2.822
1 3.090 3.192 3.458 3.116 2.176 2.186 2.404 2.157
2 1.938 1.934 1.984 1.934 1.04213 1.060 1.142 1.034
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1.000 1.006 1.002
1.000 1.000 1.00d

1.000
1.000

1.404
1.026

1.828
1.258

1.544
1.052

2.5 1.470
3 1.032

In Tables 2-4, it can be understood that the EWMAtmI chart was constructed on the proposed sytem
estimator(y,s) can detect the shift in the process mean befoenrestimator, Bahl and TutgjE991), and Singh et
al. (2007) estimator whep=0.9,p=0.50, andp=0.25 For example, in Table 2 when the shift is 0.25 & 05, the
value of ARL aty,, is 5.528 and similarly foy is 13.996 and foyy, is 7.206 and similarly, at shift 0.5 aid0.2,
the value of ARL is 1.952 &, and fory, is 5.534. At higheA the detection of shifts is slightly earlier.

Tables 2-4 show that there is a decrease in ARuegfor all ratio estimators but ARL's based on the
proposed systematic estimator have minimum ARL emlwhich mean that perform better in detectingsthiéts
earlier in the proposed repetitive EWMA chart tludiner ratio estimators at considerad.

7.1. Per centage Relative Efficiency

The percent relative efficiency in Table 5 is c#ted by comparing the estimators with the usuaime
Var(y)
* 100.

var (yestimutor)

estimator given as efficiency

Table 4: Percent Relative Efficiencies of Estimator s Based on Different Population
Pop | N |n | k| ¥y yr Ybt Yss Yes
1 204 | 17| 12| 100 | 894.0985 319.8143 909.1208 916.1948
2 30 | 6| 5| 100 108.1761 121.4501 121.8307 127.8305
3 20 | 5| 4| 100] 104.1275 102.7091 104.3137 136.7302
4 | 9] 100 67.8134 85.6008 103.684p 292.6628
6 | 6| 100| 70.4462 86.9045 103.6853 292.6659
4 % 9| 4] 100 34.3772 62.858 103.6844 292.6633
12| 3 | 100 64.5885 83.9409 103.6844 292.6683
12| 8 | 100| 43.3852 76.0731 100.0406 100.0779
5 96 | 16| 6 | 100 36.4443 70.3 100.0406 100.077%9
32| 3| 100 55.0735 83.7073 100.0406 100.077Y9
9| 8| 100| 130.6331 254.3111 258.9342 261.0183
6 72 12| 6 | 100| 192.6217 232.5298 258.9342 261.0183
18| 4 | 100| 192.0655 232.76272 258.9342 261.0183
26| 20| 100 | 286.5016 179.0667 302.782 307.6316
! >20 52| 10| 100 | 299.2382 190.7408 302.782 307.6316
39| 20| 100 68.7305 110.5532 115.6762 116.915%8
8 | 780 78|10| 100 | 43.9331 96.84361 115.676p 116.9158

The numerical values are shown in Table 5 andntbzaeasily seen that the proposed generalizedrsgst
estimator(y,,) is more efficient than Swaiy) estimator, Bhal and Tute(g,,) estimator and Singh and Singh
(¥,;)estimator for all the populations 1-8 at high moderate awd ¢torrelations between auxiliary and study
variables. In population 5 the Percent Relativeckgficies ofy,, is close toy, this may be because of the history

of exponential estimators made on medium corraiatio
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8. Conclusion

In this study, the generalized estimator has beepgsed under systematic sampling and its progeatie derived.
Mathematical comparisons are made. Furthermoraeerical study is done to compare existing estinsatoth the
proposed estimator at different correlations ighhilow and medium having systematic sampling seéhamd it is
observed that the proposed systematic estimatooie efficient than Swain (1964), Bahl and Tutej@91) and
Singh and Singh (1998) estimator.

Also, it is shown that at low correlations betwétes study and auxiliary variable the generalizezppsed systematic

estimator is slightly more efficient than existiagtimators at different values mfandk and at medium correlations

the results ofy,; andy,, are almost similar this may be because of theoiyisdf exponential estimators made on
medium correlation.

A proposed EWMA control chart modifies the EWMA dhlay using four ratio estimators based on SS sehanad

is examined exclusively and mutually to observértperformance efficiencies based on ARLs. Thougmgaring
the proposed control charts, based ®py,.,ys andy,, estimator, collectively, it is shown that in alises, the
EWMA control chart for the proposed estimator ouftpens other competitors by detecting small shiftdhe process
mean much prior than others by having small vabiésRL's at different values of. Hence these control charts can
be used for works in the future to get such resbhliswould give assurance of quality products.
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Appendix

Appendix A. Mathematical Comparison

The proposed estimator is more efficient than edsestimators under systematic sampling if follogviconditions

holds true.
Condition (i)
Var(}_/gs) < Var(y)if
Var(y) — Var(ygs) > 0, orif
Y2 q,C2 — 6Y? q,C2[1—-R2,, | =0
0Y% qyC2[1— (1 - R3,4)] =0
2
1-1+R%,, 20
Rf,_xq) >0 Eq. (A.1)
h RZ.. = Pyo+PxdT2PyePxgPyx
where Ry . = o,
Condition (ii)

Var(ygs) < Var(y,) if
Var(y,) — Var(}_lgs) =0
0Y2 qu[px?CE + (1 — 2K,p3)CZ] — Y2 quCZ[1 — RZ ] 2 0

_ cz q
07 q:Cylpi + (1= 2Kap) 3 = (1= Ry )1 20
y X
cz q
2 *y X y 2
Px + (1 - ZprX)C_}Z,_ E(l - Ry.xc])) =0
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9y G gy
+(1- 2prx)§ - q—(1 —Rl )20
y X

X

q
qi [1+ (1 = 2Kypl) —— o ;2 - (1-R =0
C2
14+ - ZKXPX)CZp*Z 1+RZ, =0
yFx

CZ
(1 — 2Ky pL) = o + R2, =0

( Zprx) + Ryxc}p 20

Condition (iii)
Var(yg,) < Var(ygs)if
Var(}_’ss) - Val’(}_/gs) > 0,orif

0Y2 q,C2[1 - pxyz] — 0Y? qyc2[1 - R ,|=0

Y2 q,C2(1 — —1+R2,,) 20
1—py? - 1+Ryx¢_0
Rqu) Pxy 2>0

R?’XC]) - pxyz 2 0

Condition (iv)
Var(ygs) < Var(¥y,,) if

Var(yy,) — Var(}_/gs) >0
- 1 -
072 qy[037C5 + (5 — Kupk ) C21 — 072 0y CJ[1 = R3] 2 0
- 1 G q
072 0, G032 + (5 = Kuh) o = 2 (1= Rey )1 20
4 Cy g«

% q
px2 <__Kx x)___y(l_ Ryxcl>)20

qy (1 N\ C2 9y
X+(4_K"p")c_§ (1 R: )20

9y 1 N\ G
i [1 + (Z - prx)w - (1 - R32/.X<l>)] >0
1\ c
1+ (Z - prx) oz 1 RZ,, =0

1 CZ
(Z_ prx) C2 *2 + Ryxcb = O
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Eq. (A.2)

Eq. (A.3)

Eq. (A.4)
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