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Abstract  

Order statistics occupy an important place in statistical theory. They have an important place in many fields of 

applied statistics such as goodness of fit tests and parameter estimation. In addition, it is necessary to find the 

expected values of these order statistics in these application areas. However for some probability distributions, 

these expected values are very difficult to find such as the standard normal distribution. So the problem of finding 

the expected values of the order statistics in statistical theory is of importance. In this study, two novel 

approximation methods are proposed for the expected values of the order statistics of the standard normal 

distribution. Also, the true values with previously given approximations, simulation results and our proposed 

approximations are compared by using mean square error (MSE), mean absolute error (MAE) and maximum error 

(ME) criteria. Furthermore, to evaluate the performances of all approximation methods, we compute the differences 

between exact values and approximation values. Then, the plot of these differences against the exact values is given.  

Based on both the plots and the comparison results, novel approximations fit the true values better than the other 

approximations presented in this paper.  
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1. Introduction 
The normal distribution is one of the most important probability distributions. It is of considerable importance in many 

application areas such as chemistry, economics, engineering, financial risk management, genetics, environmental 

sciences, accelerated life testing, medicine, reliability theory, and so on. It has been extensively studied from different 

perspectives by many researchers, see D’Agostino (2017), Du, Fan, and Wei (2022), Evans and Hastings (2022), 

Balakrishnan and Nevzorov (2003), Atangana and Gómez-Aguilar (2017), Liu et al. (2020); Guan et al. (2019), Saha 

et al. (2022). This distribution is also referred to as the Gaussian distribution. If a random variable X has the normal 

distribution with parameters mean μ and variance 2  then X is denoted as ( )2,X N  :  in shorthand.  A normal 

distribution with 0 = and 
2 1, =  that is, ( )0,1 ,Z N:  is also known as the standard normal (SN) distribution. Let 

1 2, ,..., nZ Z Z be a random sample such that ( )0,1 .Z N:  Then, its probability density function (pdf) and cumulative 

density function (cdf) are given by. 

( )
2 21

,
2

zz e z


−= −                                                                                                            (1) 
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( ) ( )
1

,
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z t dt
 −

 =                                                                                                                                 (2) 

respectively.  
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Let , 1,2,...,iZ i n=  be the ordered random variables and ( ) ( ) ( )1 2
...

n
Z Z Z    be the ordered statistics. The order 

statistics are very important in statistics. There is a huge literature considering the order statistics under different 

scenarios, see Jäntschi (2020), Lando et al. (2021), Pahins, Ferreira et al. (2019),  Sharma et al. (2020), Fowlie, et al. 

(2020), Triantafyllou (2018). They are widely used in statistical theory and practice, such as statistical inference, 

modelling goodness-of-fit tests, reliability theory, economics and operations research, hypothesis testing, and 

describing data in the context of L-moment and TL-moment estimators, see Zhao and Balakrishnan (2015), Headrick 

and Pant (2012). Therefore, it is necessary to find the expected values (EVs) of order statistics in these application 

areas. However, for some probability distributions, these EVs are very difficult to find such as the standard normal 

distribution.  

The EV of the ith  order statistics of a random sample from an SN distribution is given by 

( )( )
( ) ( )

( )( ) ( )( ) ( )
1!

1 .
! 1 !

i n i

i

n
E Z z x x z dz

n i i



− −

−

=  −
− −                                                                              

(3) 

Evaluation of the EV for the order statistics given in (3) is problematic, since it is not easy to integrate ( )z

analytically. In this situation, it is impossible or very difficult to calculate many statistics, such as the difference 

between the minimum and the maximum order statistics of different sample sizes. Thus, numerous researchers have 

tried to find analytical solutions to the EV of equation (3), see Jones (1948), Ruben (1956), Bose and Gupta (1959), 

and David (1963). Their method is accurate enough but it is tedious and fails for samples 5n  , see Harter (1996). 

Then, Chen and Tyle (1999) presented an expression to approximate of the EVs of the least-order statistics and the 

greatest-order statistics in the SN distribution. Theoretical integration of this equation without the aid of a computer 

is intractable. Therefore, a numerical integration method is necessary.  Many writers tabulated different sample sizes 

with different decimal places by using numerical integration, see Parrish (1992), Fisher and Yates (1943),  Hastings 

et al. (1947),  Harter (1961). These tables only contain selected sample sizes. Moreover, it is quite time-consuming to 

achieve accurate numerical integration. Therefore, these are not very practical and have limited accuracy in most 

cases.  For more details see, Chen and Tyle (1999). Many approximation formulas have been proposed to approximate 

the EV of the order statistics of the SN distribution in the current literature. Blom’s (1958) and Filliben’s (1975) 

approximations are the most well-known among them.  These approximations draw attention especially, in the 

different studies in the last decades, see Olivera and Heard (2019), Sulewski, (2021), Boylan and Byung (2012), Cho 

(2021), Sulewski (2021), Kim (2018), Górecki at al. (2020), Pakyari (2021). However, they may fail in some cases, 

such as calculating the EV of the order statistics for arbitrary sample size. This situation has motivated us to study the 

approximation expressions for the EVs of the order statistics of the SN distribution. 

Therefore, in this study, we proposed two new approximations in addition to the Blom and Filliben approximations, 

and called them Proposed-1 and Proposed-2. The main aim of the present paper is to determine the best approximation 

method among them for the EV of the order statistics from the SN distribution. Therefore, we compared the 

performance of these approximation methods with exact values. We believe that if an accurate approximation formula 

is found, considerable improvements in statistical calculations can be achieved. 

The remainder of this article is as follows: In section 2, Blom’s approximations, Filliben’s approximation, and our 

proposed approximations are given.  In section 3, the exact means are compared with Blom’s models, Filliben’s model, 

simulation results, and our proposed models. Concluding remarks are presented at the end of the paper. 

2. Approximation of ( )( )i
E Z  

In this section, some approximation models are discussed. 

2.1. Blom’s approximations 

Blom's approximation is proposed by Blom (1958) to calculate the approximate ratio of the ith  order statistic of a 

sample of size n  from the SN distribution. This method is as given below: 

1

( )( ) .
2 1
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i
E Z
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
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− − 
=   

− + 
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 Afterward, Blom presented as a table the value of α necessary to give the accurate value of ( )( )i
E Z  for 

( )
1

1 1
2

i n
 

=  
 

 when various sample sizes ranging from, 2n =  to 20.  Blom noticed that α forever lies in the interval

( )0.33,0.50 . He proposed the use of 0.375 =  as a comprise value.  

Thus, the first approximation method (Blom-1) proposed by Blom for the expected values of the order statistics of 

the SN distribution can be written as follows: 

( )( ) 1

1

0.375
.

0.25
i i

i
M E Z

n

− − 
=    

+ 
                                                                                                                            

(5) 

In estimating ( )( )i
E Z for 400n  , to minimize the maximum error, the value of α should be chosen even smaller 

than 0.375 , because the estimate of 
( )( )i

E Z  changes in α more sensitive for small values of 𝑛 than for large values. 

The maximum error in estimating ( )( )i
E Z is minimized by choosing 0.363 = . This gives a maximum error of 

0.018, which is hardly satisfactory. Then, the substitution of 0.363 =  into equation (4), Blom's second 

approximation (Blom-2)  is found as: 

( )( ) 1

2

0.363
.

0.2740
i i

i
M E Z

n

− − 
=    

+ 
                                                                                                                           

(6) 

For more details about this method, see Harter (1961); and Blom (1958).  
2.3 Filliben’s approximation 

Filliben (1975) suggested giving the following formula: 

( )( )
( )

( ) ( )( )
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1 1

1
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M E Z i n i n
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−

−
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 − =
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 =

                                                                       

(7) 

This approximation was used to approximate the median of the ith  order statistic from the normal distribution for 

use in normal probability plots, see Pirouzi and Holmquist (2007).  

2.4 Our approximations 

In this study, we proposed two different approximation methods for the EVs of the order statistics from the 

SN distribution. The expected values of the first and last order statistics of the SN distribution are very easily 

computed. In the first of these methods, we use a similar procedure as in Pirouzi and Holmquist (2007). We thus 

minimize  
2

1
1

2

( ) ,
2 1

n

i

i

i
Q M

n






−
−

=

 −  
= −  

− +  
                                                                                           (8) 

where, iM  represents the exact values given in Harter (1961).  For the minimization of equation (8), we used the 

numerical algorithm “nlinfit” in Matlab. The optimal values of   for some specific sample sizes are given in Table 

1.  We suggested the use of 0.3923 = as an average value based on these sample sizes.  So, the first approximation 

(proposed-1) is as follows: 
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(9) 

 

Table 1: Some values of α      

 

To obtain the second approximation of the expected values of the order statistics from the SN distribution, we follow 

the following steps: 

Step1: we take the sample size ( ) ( ) ( )5 1 40, 45 5 100,110 10 200, 220, 250, 300, 400 .n =      

Then, the values of   corresponding to each value of n are obtained by minimizing equation (8). 

Step 2: we determine the appropriate method by plotting the   values against the sample size n . Then, we chose the 

logarithmic regression model given below: 

0 1 ln ,i i iy x  = + +                                                                                                                  (10) 

where, iy  and ix  represent the   values and sample sizes ,n  respectively.  

Step 3: The least squares estimators of the parameters 0 and 1  are obtained from equation (10). Thus, an 

approximate expression for  based on n  is obtained as follows: 

0.347 0.014ln n  +                                                                                                                      (11)  

By taking the approximate expression given in equation (11) instead of 0.3923, = a second approximation 

(proposed-2) for the expected values of the order statistics from the SN distribution is given as follows: 

( )( )

1

1

5

1

0.618
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0.347 0.014ln
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0.028ln 0.3060
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i n
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n n
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 
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=   = −  
− + 

  
 − =  

 

                                                      

(12) 

 

3. Numerical Experiments 

In this section, the exact means ( )iM are compared with Blom’s models, Filliben’s model, simulation results, and 

our proposed models. The differences between exact values and the approximate values obtained by the different 

models are expressed as follows: 

, 1,2,..., , 1,2,...,6.ij i ijM M i n j = − = =  

where 6iM  represents  the mean of 1000000 replications of the order statistics from SN distribution. To evaluate the 

performances of the models, the plot of ij against the exact values , 1,2,..., , 1,2,...,6iM i n j= = and the 

following three criteria are used.  

i. 

2

1 , 1, 2,...,6.

n

ij

iMSE j
n


== =


 

n        5          10       20            35        50          75           100          130       150           200    

α   0.3461  0.3618  0.3648   0.3883   0.4050    0.3950   0.4105     0.4127   0.4165    0.4198 
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ii. 1 , 1, 2,...,6.

n

ij

iMAE j
n


== =


  

iii. 
1
Max , 1,2,...,6.ij

i n
ME j

 
= =  

The quantities given in (i), (ii), and (iii) are called the mean square error (MSE), mean absolute error (MAE), and 

maximum error (ME). 

The MSE, MAE, and ME values for all models are given in Table 2. 

 

 

 

 

 

Table 2 The ME, MAE and RE values for the approximations 

 
 
 
 
 
 

n         Blom1 ( )1iM        Blom2 ( )2iM        Filliben  ( )3iM   Proposed-1 ( )4iM      Proposed-2 ( )5iM   Simulation ( )6iM  

5 

MSE 1.15x10−4 2.64x10−5 4.97x10−4 2.50x10−5 1.23x10−5 1.79x10−5 

MAE 0.0076 0.0034 0.0173 0.0045 0.0027 0.0037 

ME 0.0168 0.0081 0.0340 0.0058 0.0054 0.0064 

10 

MSE 1.27x10−5 5.01x10−6 3.95x10−4 4.67x10−6 6.97x10−7 1.37x10−6 

MAE 0.0020 0.0017 0.0143 0.0018 0.0005 0.0011 

ME 0.0079 0.0042 0.0400 0.0039 0.0017 0.0019 

20 

MSE 3.22x10−6 1.52x10−5 2.59x10−4 2.78x10−7 2.08x10−7 1.74x10−6 

MAE 0.0013 0.0029 0.0103 0.0004 0.0002 0.0011 

ME 0.0042 0.0075 0.0443 0.0014 0.0014 0.0038 

30 

MSE 4.77x10−6 1.74x10−5 1.90x10−4 1.76x10−7 3.74x10−8 3.77x10−7 

MAE 0.0015 0.0028 0.0081 0.0003 0.0002 0.0005 

ME 0.0058 0.0101 0.0444 0.0011 0.0008 0.0015 

50 

MSE 5.99x10−6 1.61x10−5 1.61x10−5 7.55x10−7 6.99x10−8 1.73x10−7 

MAE 0.0015 0.0023 0.0058 0.0005 0.0002 0.0003 

ME 0.0074 0.0129 0.0452 0.0029 0.0008 0.0010 

100 

MSE 5.37x10−6 1.15x10−5 6.55x10−5 1.12x10−6 7.88x10−8 3.20x10−7 

MAE 0.0011 0.0016 0.0036 0.0005 0.0002 0.0004 
ME 0.0090 0.0157 0.0456 0.0048 0.0013 0.0021 

150 

MSE 4.55x10−6 8.72x10−6 4.42x10−5 1.05x10−6 4.68x10−8 2.37x10−7 

MAE 0.0009 0.0013 0.0026 0.0004 0.0002 0.0004 

ME 0.0104 0.0168 0.0455 0.0056 0.0005 0.0009 
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Fig.1. Differences between values 
iM and ij for different sample sizes. 

Fig.1. plotting  ij against the exact values , 1,2,..., , 1,2,...,6.iM i n j= =  Here '. '  symbolize Blom1 ( )1iM

approximation; ' 'x symbolize Blom2 ( )2iM  approximation; ' '+ symbolize Filliben ( )3iM  approximation; '* '

symbolize proposed-1 ( )4iM  approximation; ' 'd symbolize proposed-2 approximation ( )5iM  ; ' 'W symbolize 

simulation ( )6iM .   

It is clear from Fig. 1 that the proposed-2 approximation has the smallest deviation among the other approximations 

and better fits the true values. This approximation is followed by the proposed-1 approximation and the simulation 

results. The Filliben approximation has the greatest deviation. 

The following conclusions are obtained from Table 1. 

According to the MSE, MAE, and ME criteria of the approximation methods: 

• When the Blom-1 and Blom-2 approximations are compared with each other, the Blom-1 gives better results 

than the Blom-2 approximation, for 20n  . However, the Blom-2 approximation gives better results, for

20n  . 

• Similarly, when the Blom approximations and the proposed-1 approximation are compared, the proposed-1 

approximation method works slightly better than the Blom approximations, for 20n   . However, the 

proposed-1 approximation outperforms the Blom approximations, for 20n  . 

• According to the results obtained here, the Filliben approximation does not perform well in calculating the 

expected value of the order statistics of the SN distribution. 

• The values obtained by the proposed -2 approximation and the simulation study better fit the true values than 

the other approximations, for all sample sizes. Besides, when the simulation results and the proposed-2 

approximation are compared with each other, it is seen that the proposed-2 approximation works better than 

the simulation study. 

The results in Fig.1 are consistent with Table 2. In light of the aforementioned information, we recommend using the 

proposed-2 approximation for the EV of the order statistics from the SN distribution. 
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1. Conclusion  

In this study, we deal with the problem of finding the expected values of the order statistics of the SN distribution. In 

this context, two approximate expressions for the expected values of the order statistics of the SN distribution are 

introduced. We also compare the previously given approximations, simulation results, and our proposed 

approximations with the exact values. The results show that the proposed-2 approximation we have proposed 

demonstrates better performance than the other approximations and simulation results.  
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