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Abstract

Recently, autoregressive (AR) time-series models have been extended to model time-series with double seasonality. However, in some real applications, high frequency time-series can exhibit triple seasonal patterns. Therefore, in this paper we aim to extend the AR models to fit time-series with three seasonality layers, and accordingly we introduce the Bayesian inference for triple seasonal autoregressive (TSAR) models. In this Bayesian inference, we first assume the normal distribution for the TSAR model errors and employ different priors on the TSAR model parameters, including normal-gamma, g and Jeffreys’ priors. Based on the normally distributed errors and employed model parameters’ priors, we derive the marginal posterior distributions of different TSAR model parameters in closed forms. Particularly, we show that the marginal posterior of the TSAR model coefficients vector to be a multivariate t distribution and the marginal posterior of the TSAR model precision to be a gamma distribution. We conduct an extensive simulation study aiming to evaluate the efficiency of our proposed Bayesian inference, and also we apply our work to real hourly time-series on electricity load in some European countries.
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1. Introduction

Time-series with high frequency are observed in many real applications, such as hourly electricity load, half-hourly volumes of call arrivals, and half-hourly access to web sites. These time-series are usually characterized by exhibiting multiple layers of seasonality, such as intraday, intraweek and intrayear seasonal patterns. Since the traditional seasonal autoregressive moving average (SARMA) models can not capture multiple seasonalities, some researchers have extended these models to model and forecast time-series with multiple seasonalities, see for example Amin (2018) in the Bayesian framework, and see also De Livera et al. (2011) and Sulandari et al. (2021) in the non-Bayesian framework.

Modeling time-series with two seasonality layers in the non-Bayesian framework has been the interest of several researchers, see for example Taylor (2008b, 2008a), Ryu et al. (2017), Deb et al. (2017), Taylor and McSharry (2017) and Lago et al. (2018). However, few work have been introduced for the analysis of time-series with three seasonality layers, see for example Taylor (2010b, 2010a) De Livera et al. (2011), Taylor and Snyder (2012) and Dumas and Cornélusse (2018).

As it is known in literature, SARMA models are nonlinear in the coefficients because of the products of non-seasonal and seasonal coefficients, which makes their likelihood function analytically intractable and complicates their posterior and predictive analyses (Amin, 2009). In order to simplify the Bayesian analysis of SARMA models, some approaches have been presented in literature to approximate their posterior and predictive densities. Most of these approaches are based on analytical or Markov-Chain Monte-Carlo (MCMC) approximations. The analytical approximation is simply based on modifying analytically SARMA’s posterior and predictive densities to be in closed-form distributions, see
for example Shaarawy and Ali (2003), Amin (2018) and Amin (2019a, 2022b). On the other hand, the approximation based on MCMC methods is mainly simulating SARMA’s conditional posterior and predictive densities to approximate their intractable posterior and predictive densities, see for example Barnett et al. (1997), Vermaak et al. (1998) and Ismail and Amin (2014).

Bayesian analysis of time-series with single seasonality modeled by SARMA models is rich and well established. For example, Based on MCMC methods, Barnett et al. (1996) introduced the Bayesian analysis of seasonal AR (SAR) models, and also Vermaak et al. (1998) proposed Metropolis within Gibbs sampler to present the Bayesian inference of SAR models. Based on the analytical approximation, Shaarawy and Ali (2003) presented the identification of SAR models by deriving the approximate posterior mass function of the SAR model order. Using Gibbs sampler, Ismail and Amin (2014) presented the Bayesian inference of SARMA models, and also recently Amin (2019b) introduced the Bayesian estimation and prediction of these models.

Bayesian analysis of time-series with double seasonality modeled by double SARMA (DSARMA) models is still in its initial stages. The first one is this direction is introduced by Ismail and Zahran (2013) that used analytical approximations to present the Bayesian inference of double SAR (DSAR) models. In addition, Amin and Ismail (2015) applied Gibbs sampler to present the Bayesian estimation of DSAR models. This work is extended by Amin (2017a, 2017b) to introduce the Bayesian estimation of double seasonal moving average (DSMA) and DSARMA models respectively. Based on analytical approximations, Amin (2018, 2019a) presented the Bayesian estimation of DSARMA models and Bayesian identification of DSAR models respectively. In the same line of work, recently Amin (2020) applied Gibbs sampler to conduct both Bayesian estimation and prediction of DSAR models. However, to the best of our knowledge none has introduced the Bayesian analysis of time-series with triple seasonality, except our recent work of proposing the Bayesian estimation for triple seasonal autoregressive (TSAR) models via Gibbs sampler (Amin, 2022a).

Therefore, in order to enrich the literature of Bayesian analysis of time-series with triple seasonality we introduce in the paper the Bayesian inference of TSAR models based on the analytical approximations, aiming to simplify the analysis without conducting extensive MCMC-based simulations. We first assume the normal distribution for the TSAR model errors and employ different priors on the TSAR model parameters, including normal-gamma, gamma and Jeffreys’ priors, for more details about these priors see for example Amin (2017c, 2019c). Based on the normally distributed errors and employed model parameters’ priors, we derive the marginal posterior distributions of different TSAR model parameters in closed forms. Particularly, we show that the marginal posterior of the TSAR model coefficients vector to be a multivariate t distribution and the marginal posterior of the TSAR model precision to be a gamma distribution.

The remainder of this paper is structured as follows: In Section 2 we introduce the TSAR models. We then present the proposed Bayesian inference for TSAR models in Section 3. In Section 4 we introduce the simulation study and discuss results, and then present a real application of our work on hourly time-series of electricity load in six European countries. Finally, we conclude our work in Section 5.

2. Triple Seasonal Autoregressive (TSAR) Models

A time-series \( \{u_t\} \) with zero-mean that is generated by a TSAR model of order \( p, P_1, P_2 \) and \( P_3 \), denoted by \( \text{TSAR}(p)(P_1)s_1(P_2)s_2(P_3)s_3 \), can be written in a compact form as

\[
\phi_p(B) \Phi_{P_1}(B^{s_1}) \theta_{P_2}(B^{s_2}) \Theta_{P_3}(B^{s_3}) u_t = w_t
\]

where \( \{w_t\}'s \) are the TSAR model errors that are unobserved and assumed to be independent normal variates with zero-mean and precision \( \tau \). The backshift operator \( B \) is defined as \( B^k u_t = u_{t-k} \), and \( s_1, s_2 \) and \( s_3 \) are the three seasonal periods. The non seasonal autoregressive polynomial is \( \phi(B) = (1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p) \) with order \( p \). As expected, there are three seasonal autoregressive polynomials in TSAR model, which are:

\[
\Phi_{P_1}(B^{s_1}) = (1 - \phi_1 B^{s_1} - \phi_2 B^{2s_1} - \cdots - \phi_{P_1} B^{P_1s_1}) \quad \text{with order } P_1,
\]

\[
\theta_{P_2}(B^{s_2}) = (1 - \theta_1 B^{s_2} - \theta_2 B^{2s_2} - \cdots - \theta_{P_2} B^{P_2s_2}) \quad \text{with order } P_2,
\]

and

\[
\Theta_{P_3}(B^{s_3}) = (1 - \Theta_1 B^{s_3} - \Theta_2 B^{2s_3} - \cdots - \Theta_{P_3} B^{P_3s_3}) \quad \text{with order } P_3.
\]

Finally, the non seasonal and seasonal autoregressive coefficients are \( \phi = (\phi_1, \phi_2, \cdots, \phi_p)^T \), \( \Phi = (\Phi_1, \Phi_2, \cdots, \Phi_{P_1})^T \), \( \theta = (\theta_1, \theta_2, \cdots, \theta_{P_2})^T \) and \( \Theta = (\Theta_1, \Theta_2, \cdots, \Theta_{P_3})^T \), respectively.

As compared with the usual single SAR model, the TSAR model (1) has two extra terms, i.e. \( \theta_{P_2}(B^{s_2}) \) and \( \Theta_{P_3}(B^{s_3}) \) to accommodate the other two layers of seasonality. This means that the single SAR and double SAR models are
special cases of TSAR model. In order to simplify the presentation of the TSAR model structure, we can use the summation notation to expand the compact form of TSAR model (1) as:

$$u_t = \sum_{i=1}^{p} \phi_i u_{t-i} + \sum_{j=1}^{p_1} \Phi_j u_{t-j s_1} + \sum_{m=1}^{P_2} \theta_m u_{t-m s_2} + \sum_{k=1}^{P_3} \Theta_k u_{t-k s_3} - \sum_{i=1}^{p} \phi_i \sum_{j=1}^{P_3} \Phi_j u_{t-i-j s_1} - \sum_{i=1}^{p} \phi_i \sum_{m=1}^{P_2} \theta_m u_{t-i-m s_2} - \sum_{i=1}^{P_3} \phi_i \sum_{k=1}^{P_3} \Theta_k u_{t-i-k s_3} $$

(2)

It is worth noting that form eqn. (2) the TSAR model can be seen as an AR model of large order \((1 + p)(1 + P_1)(1 + P_2)(1 + P_3) - 1\) but some coefficients are products of non seasonal and seasonal coefficients. It can be shown mathematically that the TSAR model (2) is stationary whenever the roots of \(\phi(B) = 0, \Phi P_1(B^{s_1}) = 0, \theta P_2(B^{s_2}) = 0\) and \(\Theta P_3(B^{s_3}) = 0\) lie outside the unit circle. It has to be noted here that stationarity and properties of time-series models are discussed in details in main time-series textbooks such as Box et al. (2015).

As another way of simplification, we can write the TSAR model in the matrix form as:

$$u = Z \beta + w,$$

(3)

where \(u = (u_1, u_2, \cdots, u_n)^T\), \(w = (w_1, w_2, \cdots, w_n)^T\), \(Z\) is an \(n \times p^*\) design matrix, where \(p^* = (1 + p)(1 + P_1)(1 + P_2)(1 + P_3) - 1\), with the \(t^{th}\) row:

$$Z_t = (u_{t-1}, \cdots, u_{t-p}, u_{t-p_1}, \cdots, u_{t-p_1 s_1}, \cdots, u_{t-p_1 s_1}, \cdots, u_{t-p_1 s_1 s_2}, \cdots, u_{t-p_1 s_1 s_2}, \cdots, u_{t-p_1 s_1 s_2 s_3}, \cdots, u_{t-p_1 s_1 s_2 s_3})$$

(4)

and \(\beta\) is the model coefficients vector written as:
The prior information on the TSAR model parameters $\beta$ and $\tau$ can be combined by using the prior information on these parameters, formulated by the prior distribution, with the likelihood function of observed time-series data $\{u_t\}$ (Broemeling, 1985).

Since we assume the TSAR model errors are normally distributed, we apply a straightforward transformation from $w$ to $u$ in the TSAR model (3) to write the conditional likelihood function as:

$$L(\beta, \tau | u) \propto \tau^{-n-P^*} \exp \left\{ -\frac{1}{2} w^T w \right\},$$

$$\propto \tau^{-n-P^*} \exp \left\{ -\frac{1}{2} (u - Z\beta)^T (u - Z\beta) \right\}$$

This likelihood function is conditional on the first $P^*$ initial values, i.e. $(u_0, u_{-1}, \cdots, u_{1-P^*})$, where $P^* = P_3s_3 + P_2s_2 + P_1s_1 + p$.

In order to ease the derivation of the posterior distribution of the TSAR model parameters $\beta$ and $\tau$, we first assume the products of nonseasonal and seasonal coefficients as free coefficients. We employ the normal-gamma prior for these model parameters $\beta$ and $\tau$. Let $\tau \sim G(\frac{\sigma^2}{2}, \frac{1}{2})$ and $\beta \sim N_{P^*}(\mu_\beta, \tau^{-1}\Sigma_\beta)$, we can write the normal-gamma prior of $\beta$ and $\tau$ as:

$$\zeta_u (\beta, \tau) \propto \tau^{\frac{n+P^*}{2}-1} \exp \left\{ -\frac{1}{2} \left( \lambda + (\beta - \mu_\beta)^T \Sigma_\beta^{-1} (\beta - \mu_\beta) \right) \right\},$$

where $\mu_\beta, \Sigma_\beta, \nu$ and $\lambda$ are hyper-parameters that have to be specified or estimated.

In addition, to simplify the elicitation of the covariance matrix of coefficients, we can employ the g-prior for $\beta$ and $\tau$ that can be presented in the following form:

$$\zeta_g (\beta, \tau) \propto \tau^{\frac{n-P^*}{2}-1} \exp \left\{ -\frac{\tau g}{2} (\beta - \bar{\beta})^T (Z^T Z) (\beta - \bar{\beta}) \right\},$$

where $\bar{\beta}$ is a prior expected value of $\beta$, and $g$ can be specified as a decreasing function of the time-series size $n$ and number of TSAR model coefficients $P^*$, for more details about setting these hyper-parameters see for example Fernandez et al. (2001) and Amin (2017c).

In case of no information is available about $\beta$ and $\tau$, we employ Jeffreys’ prior on $\beta$ and $\tau$ that can be introduced as:

$$\zeta_j (\beta, \tau) \propto \tau^{-1}, \tau > 0$$

The prior information on the TSAR model parameters $\beta$ and $\tau$ can be updated by the likelihood function (6) and formulated by the posterior distribution. Therefore, it is required to derive the marginal posteriors of the TSAR model.
parameters $\beta$ and $\tau$. We first derive the joint posterior of $\beta$ and $\tau$, and then we integrate out one of them to obtain the marginal posterior of the other. Accordingly, we multiply the likelihood function in eqn. (6) by each one of the three prior distributions in eqn. (7) - (9) to obtain the joint posterior of $\beta$ and $\tau$. First, in case of employing the normal-gamma prior, we can obtain the joint posterior of $\beta$ and $\tau$ as:

$$
\zeta_n (\beta, \tau | \mathbf{u}) \propto \tau^{-\frac{n-P^*+P^*}{2}-1} \exp \left\{ \frac{\tau}{2} \left[ \lambda + (\beta - \mu) \Sigma^{-1}_\beta (\beta - \mu) + (\mathbf{u} - Z\beta)^T (\mathbf{u} - Z\beta) \right] \right\}. \tag{10}
$$

Second, for employing the g-prior, we can present the joint posterior of $\beta$ and $\tau$ as:

$$
\zeta_g (\beta, \tau | \mathbf{u}) \propto \tau^{-\frac{n-P^*}{2}-1} \exp \left\{ \frac{\tau}{2} \left[ (\beta - \bar{\beta})^T (g^T Z) (\beta - \bar{\beta}) + (\mathbf{u} - Z\beta)^T (\mathbf{u} - Z\beta) \right] \right\}. \tag{11}
$$

Third, for Jeffreys’ prior, we can write the joint posterior of $\beta$ and $\tau$ as:

$$
\zeta_j (\beta, \tau | \mathbf{u}) \propto \tau^{\frac{n-P^*}{2}-1} \exp \left\{ -\frac{\tau}{2} (\mathbf{u} - Z\beta)^T (\mathbf{u} - Z\beta) \right\}. \tag{12}
$$

Now, from these joint posteriors (10) - (12), we can derive the marginal posterior of each one of the TSAR model parameters $\beta$ and $\tau$ by integrating out the unwanted parameter. In particular, in the following theorem we show that for employing the normal-gamma prior the resulting marginal posterior of the model coefficients vector $\beta$ is a multivariate t distribution and also the marginal posterior of the model precision $\tau$ is a gamma distribution.

**Theorem 3.1.** Using the conditional likelihood function of TSAR model given in eqn. (6) and by employing the normal-gamma prior of TSAR model parameters $\beta$ and $\tau$ given in eqn. (7), the marginal posterior of the TSAR model coefficients vector $\beta$ is a multivariate t distribution with parameters: degrees of freedom $v_n = (n + \nu - P^*)$, mean vector $\mu_n = \bar{A}^{-1}_n B_n$, and covariance matrix $V_n = \frac{C_n}{v_n-2} \bar{A}^{-1}_n$, and also the marginal posterior of the TSAR model precision $\tau$ is a gamma distribution with parameters: $v$ and $C$, where:

$$
A^{-1}_n = (Z^T Z + \Sigma^{-1}_\beta)^{-1},
$$

$$
B_n = (Z^T \mu + \Sigma^{-1}_\beta \mu),
$$

$$
C_n = [\mu^T + \mu \Sigma^{-1}_\beta \mu - B^T A^{-1}_n B_n].
$$

**Proof.** We first multiply the conditional likelihood function of TSAR model given in eqn. (6) by the normal-gamma prior of TSAR model parameters $\beta$ and $\tau$ given in eqn. (7) to obtain their joint posterior that can be written as:

$$
\zeta_n (\beta, \tau | \mathbf{u}) \propto \tau^{-\frac{n-P^*+P^*}{2}-1} \exp \left\{ \frac{\tau}{2} \left[ \lambda + (\beta - \mu) \Sigma^{-1}_\beta (\beta - \mu) + (\mathbf{u} - Z\beta)^T (\mathbf{u} - Z\beta) \right] \right\}. \tag{13}
$$

We integrate this joint posterior (13) over the TSAR model precision $\tau$ and then complete the square with respect to $\beta$ results in the marginal posterior of the TSAR model coefficients vector $\beta$ to be a multivariate t distribution with stated parameters. On the other hand, we complete the square in the exponent of the joint posterior (13) with respect to the TSAR model coefficients vector $\beta$ and then integrate it out results in the marginal posterior of the TSAR model precision $\tau$ to be a gamma distribution with stated parameters.

In addition, in the following two corollaries we show that for employing the g and Jeffreys’ priors the resulting marginal posteriors are the same as in Theorem (3.1) but with different parameters: for the TSAR model coefficients vector $\beta$ is a multivariate t distribution and for the TSAR model precision $\tau$ is a gamma distribution.

**Lemma 3.1.** Using the conditional likelihood function of TSAR model given in eqn. (6) and by employing the g prior of TSAR model parameters $\beta$ and $\tau$ given in eqn. (8), the marginal posterior of the TSAR model coefficients vector $\beta$ is a multivariate t distribution with parameters: degrees of freedom $v_g = (n - P^*)$, mean vector $\mu_g = \bar{A}^{-1} B_g$, and...
and covariance matrix $V_g = \frac{C_g}{v_g-2} A_g^{-1}$, and also the marginal posterior of the TSAR model precision $\tau$ is a gamma distribution with parameters: $\frac{\tau}{2}$ and $\frac{C_\tau}{2}$, where:

$$A_g^{-1} = \left((g + 1)Z^T Z\right)^{-1}$$

$$B_g = (Z^T u + g(Z^T Z)\bar{\beta})$$

$$C_g = [u^T u + g\bar{\beta}^T (Z^T Z)\bar{\beta} - B_g^T A_g^{-1} B_g]$$

**Proof.** We first set $\lambda = \nu = 0, \mu_\beta = \bar{\beta}$, and $\Sigma_\beta^{-1} = gZ^T Z$ and then we simply get this corollary result directly from Theorem (3.1).

**Lemma 3.2.** Using the conditional likelihood function of TSAR model given in eqn. (6) and by employing the Jeffreys’ prior of TSAR model parameters $\beta$ and $\tau$ given in eqn. (9), the marginal posterior of the TSAR model coefficients vector $\beta$ is a multivariate $t$ distribution with parameters: degrees of freedom $v_j = (n - 2p^*)$, mean vector $\mu_j = A_j^{-1} B_j$, and covariance matrix $V_j = \frac{C_j}{v_j-2} A_j^{-1}$, and also the marginal posterior of the TSAR model precision $\tau$ is a gamma distribution with parameters: $\frac{\tau}{2}$ and $\frac{C_\tau}{2}$, where:

$$A_j^{-1} = \left(Z^T Z\right)^{-1}$$

$$B_j = Z^T u$$

$$C_j = [u^T u - B_j^T A_j^{-1} B_j]$$

**Proof.** We first set $\lambda = 0, \Sigma_\beta^{-1} = 0$, and $\nu = -p^*$ and then we simply get this corollary result directly from Theorem (3.1).

Using Theorem (3.1) and Corollaries (3.1) and (3.2), we can easily conduct inferential analysis about the TSAR model coefficients and precision. Here, it is worth mentioning an important property of the multivariate $t$ distribution. Let $\beta$ is a vector that follows a multivariate $t$ distribution with parameters: degrees of freedom $v_n$, mean vector $\mu_n$, and covariance matrix $V_n$, then the $i^{th}$ element of $\beta$ follows a univariate $t$ distribution with parameters: degrees of freedom $v_n$, mean $\mu_{ni}$, and variance $V_{ni}$, where $\mu_{ni}$ is the $i^{th}$ element in the mean vector $\mu_n$ and $V_{ni}$ is the $i^{th}$ diagonal element in the covariance matrix $V_n$. The same result is valid for any sub-vector of $\beta$. We exploit this property of the multivariate $t$ distribution in our work, and in order to test the significance of any element in the coefficients vector $\beta$, say $\beta_i$, we can compute an $(1 - \alpha)\%$ credible interval as:

$$\mu_{ni} - t_{\frac{\alpha}{2}, v_n} \sqrt{V_{ni}} \leq \beta_i \leq \mu_{ni} + t_{\frac{\alpha}{2}, v_n} \sqrt{V_{ni}}$$

(14)

Note that in this credible interval $t_{\frac{\alpha}{2}, v_n}$ is just the t distribution $(1 - \frac{\alpha}{2})$ percentile with degrees of freedom is $v_n$. In the same way, we can use the gamma distribution to conduct inferential analysis about the TSAR model precision.

4. Simulations and Applications

We conduct in this section an extensive simulation study aiming to assess the efficiency of our introduced Bayesian inference for TSAR models, and then we demonstrate the applicability of our work to real time-series with three layers of seasonality using electricity load in some European countries, which is hourly time-series.

4.1. Simulation Study

In order to evaluate the efficiency of the introduced Bayesian inference for TSAR models, in this simulation study we try to simulate different seasonality patterns with different time-series sample sizes. Particularly, we generate 1,000 time-series of size $n$ (from 1,000 to 3,000 with an increment of 1,000 observations) from four TSAR models. The design of this simulation study for these TSAR models is presented in Table 1, including true parameters values of the four TSAR models.
Table 1: Design of simulation study.

<table>
<thead>
<tr>
<th>TSAR Model</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\Phi_1$</th>
<th>$\Phi_2$</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\Theta_1$</th>
<th>$\Theta_2$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. (1)(1)$ \Sigma_1^2$</td>
<td>0.6</td>
<td>-0.5</td>
<td>-0.3</td>
<td>0.4</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II. (1)(1)$ \Sigma_2^2$</td>
<td>-0.2</td>
<td>0.6</td>
<td>-0.4</td>
<td>0.3</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III. (2)(1)$ \Sigma_3^2$</td>
<td>-0.2</td>
<td>0.3</td>
<td>0.6</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.3</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV. (2)(2)$ \Sigma_4^2$</td>
<td>0.3</td>
<td>-0.4</td>
<td>-0.6</td>
<td>0.3</td>
<td>0.2</td>
<td>-0.4</td>
<td>-0.4</td>
<td>0.3</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Once we generate these time-series datasets from these specified four TSAR models, we conduct our introduced Bayesian inference - by employing the three priors Jeffreys', $g$ and normal-gamma priors for the TSAR model parameters - for each time-series dataset and then we compute the Bayesian estimates for the TSAR model coefficients and precision, including mean, standard deviation and 95% credible interval.

Before we discuss our simulation results there are some important remarks we should to highlight. First, Bayesian estimates resulting from employing Jeffreys’ prior are theoretically identical to those estimates can be obtained from the classical approach, such as ordinary least square (OLS) or maximum likelihood (ML) estimates. This way can be used to compare our Bayesian estimates with employing different priors for the TSAR model parameters to those estimates results from the classical approach. Second, in our previous work Amin (2019c) we evaluated the sensitivity of the posterior distribution to the prior selection, and based on this work results we set $g = 1/n$, where $n$ is the time-series size. Third, we follow the empirical Bayesian approach to estimate the hyper-parameters for the normal-gamma prior of the TSAR model parameters, and for more details about this empirical Bayesian approach see for example Berger (1985).

We present the simulation results for TSAR Model-I in Table 2, including the mean, standard deviation and 95% credible interval of the posterior means assuming three priors Jeffreys’, $g$ and normal-gamma priors. These simulation results for TSAR Model-I show that the Bayesian estimates of the TSAR model parameters obtained from the three posteriors are close to each other and also close to their true values. Also, each 95% credible interval contains the parameter’s true value, which confirms the accuracy of the proposed Bayesian estimation. Whenever the sample size grows, these estimates become much closer to the true values, which highlights the consistency of these Bayesian estimates. However, the Bayesian estimates of the parameters’ standard deviation result from employing the normal-gamma prior are highly different from (i.e. much smaller than) those result from employing Jeffreys’ and $g$ priors, which are very close to each other. For instance, from Table 2, for $n = 2,000$, different posteriors provide a $\phi_1$’s estimate is about 0.6, and the Bayesian estimates of its standard deviation obtained from the three posteriors $\zeta_1(\beta \mid y)$, $\zeta_\Phi(\beta \mid y)$ and $\zeta_\Theta(\beta \mid y)$ are about 0.020, 0.020 and 0.014, respectively. This confirms that the Bayesian estimates result from employing the normal-gamma prior have higher precision compared to those result from employing Jeffreys’ and $g$ priors. We present the simulation results for TSAR Model-II to Model-IV in Tables 3 to 5 and we get similar conclusions to those of TSAR Model-I.

Table 2: Bayesian results for TSAR Model-I.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\Phi_1$</th>
<th>$\Phi_2$</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\Theta_1$</th>
<th>$\Theta_2$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>0.6</td>
<td>0.595</td>
<td>0.032</td>
<td>0.532</td>
<td>0.659</td>
<td>0.595</td>
<td>0.032</td>
<td>0.532</td>
<td>0.659</td>
</tr>
<tr>
<td>2,000</td>
<td>0.5</td>
<td>0.497</td>
<td>0.022</td>
<td>0.541</td>
<td>0.435</td>
<td>0.497</td>
<td>0.022</td>
<td>0.541</td>
<td>0.435</td>
</tr>
<tr>
<td>3,000</td>
<td>0.4</td>
<td>0.399</td>
<td>0.018</td>
<td>0.363</td>
<td>0.435</td>
<td>0.399</td>
<td>0.018</td>
<td>0.363</td>
<td>0.435</td>
</tr>
</tbody>
</table>

From all these results, we can highlight some general conclusions. First, the simulation results confirm the efficiency of the proposed Bayesian inference of TSAR models; since all the TSAR model parameters’ Bayesian estimates are on average very close to their true values that are included in the constructed credible intervals. Second, the key hyper-parameter in the $g$ prior, i.e. $g$, as we stated above, is usually an decreasing function of the time-series size, and accordingly for a large time-series size, in our case of triple seasonal time-series, the $g$ parameter value is very small and closes to zero, which makes the Bayesian estimates obtained in case of employing $g$ prior are very
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### Table 3: Bayesian results for TSAR Model-II.

<table>
<thead>
<tr>
<th>n</th>
<th>( \beta )</th>
<th>True Value</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
<tr>
<td>2,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
<tr>
<td>3,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
</tbody>
</table>

### Table 4: Bayesian results for TSAR Model-III.

<table>
<thead>
<tr>
<th>n</th>
<th>( \beta )</th>
<th>True Value</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
<tr>
<td>2,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
<tr>
<td>3,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
</tbody>
</table>

### Table 5: Bayesian results for TSAR Model-IV.

<table>
<thead>
<tr>
<th>n</th>
<th>( \beta )</th>
<th>True Value</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
<th>( \phi_i, \Theta_i, \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
<tr>
<td>2,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
<tr>
<td>3,000</td>
<td>( \rho_1 )</td>
<td>-0.198</td>
<td>0.037</td>
<td>-0.273</td>
<td>0.124</td>
<td>-0.192</td>
</tr>
</tbody>
</table>
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4.2. Real Application on Hourly Time-Series of Electricity Load

With the objective of demonstrating the applicability of our proposed Bayesian inference to real time-series with three seasonality layers, we conduct our Bayesian inference of TSAR models to hourly time-series on of electricity load in some European countries. These electricity load time-series exhibit three seasonal patterns: intraday, intraweek and intrayear. In particular, these electricity load time-series are collected during four years, starting from 1st January 2006 till 31st December 2009, in the European countries: Germany, France, Austria, Belgium, Spain and Czech Republic. Aiming to visualize the three seasonality layers that are exhibited by these electricity load time-series, we first display in Figure (1) the time line of hourly electricity load during three periods in Austria: (a) hourly electricity load of only one week to show the first seasonality layer with \( s_1 = 24 \), (b) hourly electricity load of only four weeks to show the second seasonality layer with \( s_2 = 168 \), and (c) hourly electricity load during four years to show the third seasonality layer with \( s_3 = 8,736 \). We visualize hourly electricity load time-series of different European countries in Figure (2). It is clear from this figure that all hourly electricity load time-series exhibit three seasonality layers.

As it is well-known in time-series analysis, the first step in analyzing real time-series data before estimating the time-series model is required to identify (specify) the best order for this model. Following the same standard, we need first to specify the best suitable TSAR model order for each one of these datasets. Accordingly, we apply the mostly-used Akaike’s information criterion (AIC) to estimate the suitable order of the TSAR model with setting the maximum order value of nonseasonal and seasonal polynomials to be three in the TSAR model \( 2 \), i.e. \( p = P_1 = P_2 = P_3 = 3 \). Thus, we estimate all TSAR models with different orders up to three, compute their corresponding AIC values, and finally select the best TSAR model that has the smallest AIC value. We present the identified TSAR model for each electricity load time-series in Table (6).

After we identified the suitable order of the TSAR model for the underlying hourly electricity time-series, we employ the the normal-gamma prior for the TSAR model parameters and also we use the same setting of our simulation study in the previous subsection estimate the hyper-parameters. We present our Bayesian estimates of the identified TSAR models in Table (7). We use Theorem (3.1) to test the significance of each estimated TSAR model coefficient by simply dividing the coefficient’s posterior estimate by its posterior standard deviation estimate and then comparing the result to \( t_{\nu_0} \approx 2 \). Based on our testing results from Table (7), we conclude that estimates of all TSAR models coefficients are significant.

<table>
<thead>
<tr>
<th>Time-series</th>
<th>Country</th>
<th>TSAR model order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( p )</td>
</tr>
<tr>
<td>1</td>
<td>Austria</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Belgium</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Czech Republic</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>France</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Germany</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>Spain</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 6: Identified models for hourly time-series on electricity load.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Austria</th>
<th>Belgium</th>
<th>Czech</th>
<th>France</th>
<th>Germany</th>
<th>Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_1 )</td>
<td>1.33</td>
<td>0.006</td>
<td>1.20</td>
<td>0.006</td>
<td>0.90</td>
<td>0.006</td>
</tr>
<tr>
<td>( \phi_2 )</td>
<td>-0.40</td>
<td>0.010</td>
<td>-0.20</td>
<td>0.010</td>
<td>0.06</td>
<td>0.006</td>
</tr>
<tr>
<td>( \phi_3 )</td>
<td>0.03</td>
<td>0.006</td>
<td>-0.05</td>
<td>0.006</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \Phi_1 )</td>
<td>0.24</td>
<td>0.006</td>
<td>0.27</td>
<td>0.006</td>
<td>0.22</td>
<td>0.006</td>
</tr>
<tr>
<td>( \Phi_2 )</td>
<td>0.09</td>
<td>0.006</td>
<td>0.10</td>
<td>0.006</td>
<td>0.10</td>
<td>0.006</td>
</tr>
<tr>
<td>( \Phi_3 )</td>
<td>0.09</td>
<td>0.006</td>
<td>0.08</td>
<td>0.006</td>
<td>0.09</td>
<td>0.006</td>
</tr>
<tr>
<td>( \theta_1 )</td>
<td>0.20</td>
<td>0.006</td>
<td>0.24</td>
<td>0.006</td>
<td>0.25</td>
<td>0.006</td>
</tr>
<tr>
<td>( \theta_2 )</td>
<td>0.08</td>
<td>0.006</td>
<td>0.15</td>
<td>0.006</td>
<td>0.13</td>
<td>0.006</td>
</tr>
<tr>
<td>( \theta_3 )</td>
<td>0.13</td>
<td>0.006</td>
<td>-</td>
<td>-</td>
<td>0.14</td>
<td>0.006</td>
</tr>
<tr>
<td>( \Theta_1 )</td>
<td>0.23</td>
<td>0.006</td>
<td>0.28</td>
<td>0.006</td>
<td>0.25</td>
<td>0.006</td>
</tr>
</tbody>
</table>

**Table 7: Bayesian estimates of identified models for hourly time-series on electricity load.**
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Figure 1: Hourly time-series on electricity load in Austria during different periods

- **Period: 1 Week**
  - Time (in hours)
  - Electricity Load (in Gigawatt)

- **Period: 4 Weeks**
  - Time (in hours)
  - Electricity Load (in Gigawatt)

- **Period: 4 Years**
  - Time (in hours)
  - Electricity Load (in Gigawatt)
Figure 2: Hourly time-series on electricity load

Country: Austria
Country: Belgium
Country: Czech Republic
Country: France
Country: Germany
Country: Spain

Time (in hours)
Electricity Load (Gigawatt)
5. Conclusions

In this work, we introduced Bayesian inference for TSAR models to fit and model time-series with three seasonality layers. In order to ease the derivation of the parameters posterior distribution of TSAR model, we mainly assumed the normal distribution for the TSAR model errors, and to consider different situations about the prior information, we employed three prior distributions on the TSAR model coefficients and precision, mainly Jeffreys’ prior as a non-informative prior and $g$ and normal-gamma priors. Accordingly, we derived the joint posterior resulting from each employed prior, and we approximated the marginal posterior of the TSAR model coefficients vector to be a multivariate $t$ distribution, and the marginal posterior of the TSAR model precision to be a gamma distribution. Since these derived marginal posteriors of the TSAR model coefficients and precision are standard probability distributions, we straightforwardly conducted the Bayesian inference for TSAR models. We executed a large simulation study and its results confirmed the efficiency of our proposed Bayesian inference, and also we applied our work to real hourly time-series on electricity load in some European countries. As a future work, we plan to conduct a comparison study of our current work and our previous work in Amin (2022a), and the comparison has to evaluate both accuracy and computational cost. Our plan for future work also includes a Bayesian identification of TSAR models and an extension to multivariate time-series models.
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