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Abstract

In this paper, a new mixture distribution for count data, namely the negative binomial-new generalized Lindley
(NB-NGL) distribution is proposed. The NB-NGL distribution has four parameters, and is a flexible alternative for
analyzing count data, especially when there is over-dispersion in the data. The proposed distribution has sub-
models such as the negative binomial-Lindley (NB-L), negative binomial-gamma (NB-G), and negative binomial-
exponential (NB-E) distributions as the special cases. Some properties of the proposed distribution are derived, i.e.,
the moments and order statistics density function. The unknown parameters of the NB-NGL distribution are
estimated by using the maximum likelihood estimation. The results of the simulation study show that the maximum
likelihood estimators give the parameter estimates close to the parameter when the sample is large. Application of
NB-NGL distribution is carry out on three samples of medical data, industry data, and insurance data. Based on the
results, it is shown that the proposed distribution provides a better fit compared to the Poisson, negative binomial,
and its sub-model for count data.

Key Words: Count data; Over-dispersion; Mixture distribution; Negative binomial-new generalized Lindley
distribution; Maximum likelihood estimation.

Mathematical Subject Classification: 60E05, 62E10, 62E20

1. Introduction

A Poisson distribution is typically used to fit count data when the number of phenomena is randomly distributed over
the time and/or space in which the counts of the phenomenon occur. Equality of the mean and variance is characteristic
of the Poisson distribution. Let X be a Poisson random variable with the parameter p. Then, the probability mass
function (pmf) of X is given by

X

e—ll
f(x;p) = XT ;x=0,12,... and n>0. (1)

However, in practice, the observed count data often display features like over-dispersion or under-dispersion, which
is common in applied data analysis (Rainer, 2000). Greenwood and Yule (1920) suggested a model in which the mean
of the Poisson distribution has a gamma distribution namely the negative binomial (NB) distribution. The NB
distribution has become increasingly popular as a more flexible alternative to the Poisson distribution (Johnson et al.,
2005). Let X be the number of r successes that occur for a given number of x failures. Note that p still refers to

the probability of success. We have that X be a random variable distributed as the NB distribution with the parameters
r and p, denoted by X ~ NB(r,p), and its pmf is
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-1
f(x;r,p)z(Hi jpr(l—p)x; x=0,4,2,..,r>0 and O<p<1. )

The NB distribution is better for overdispersed count data that are not necessarily heavy-tailed. The extreme heavy
tail implies overdispersion, but the converse does not hold (Wang, 2011). The traditional statistical distributions or
models, such as the Poisson and NB distributions, cannot be used effectively for count data with a heavy tail. The
Poisson distribution tends to underestimate the number of zeros given the mean of the data while the NB distributions
may overestimate zeros and underestimate observations to be a count data (Lord and Geedipally, 2011). Many
researchers proposed the mixture distribution, which is one of the most important ways to obtain new probability
distributions in applied probability and operational research (Gomez-Déniz et al., 2008). In this study, we are
considering the mixture NB distribution as a more flexible alternative to analyze count data, especially, count data
with over-dispersion. It is a mix between the NB distribution and a lifetime distribution.

Elbatal et al. (2013) proposed a new generalized Lindley (NGL) distribution as an alternative for modeling lifetime
data in many areas. Let A be a random variable distributed as the NGL distribution with parameters o, B and 6,

i.e., A~NGL(a,B,0). Then the probability density function (pdf) of A is given by

g(}\qa’ﬁ, e) _ 1 (eo&l}\‘a 1 . 9[37\’13 1 Jeex; L s0. (3)
1+0\ T'(w) r )
The corresponding moment generating function (mgf) of A is
Mx(t;a,B,e):Te“g(x;a,B,G)dkz ! ( il + ¢ J; t>0. )
! 1+0l (6-t)* (8-1)°

Three sub-models of the NGL distribution as follows; (i) if o =1 and B =2, we get the Lindley distribution with a
parameter 0, which is proposed by Lindley in 1958 (see Ghitany et al., 2008), (ii) if a.=p, we get the gamma
distribution with parameters o and 6 (Jambunathan, 1954), and (iii) if oo = =1, we get the exponential distribution
with a parameter 6 (Gupta and Kundu, 1999).

The contents of the article are structured as follows. In Section 2, a new mixed negative binomial distribution by
mixing the NB and NGL distributions to create the negative binomial-new generalized Lindley distribution, is
proposed. In Section 3, we present some characteristic properties of the proposed distribution. In Section 4, the method
to estimate unknown parameters of the proposed distribution is introduced. Next, we illustrate simulation study and
application study of the proposed distribution with three real data sets in Section 5. Finally, the conclusion is provided
in Section 6.

2. A new mixture distribution for count data

In this section, we provide the definition and theorem of the new mixture negative binomial distribution. Next, its sub-
model is provided.

Definition 1. Let X be a random variable distributed as the NB distribution with parameters r and p=e™ where A
be a random variable distributed as the NGL distribution with parameters o, B and 6, i.e., X|1 ~NB(r,p=¢7")
and A~ NGL(a,B,6). Thus, X be a random variable distributed as a negative binomial-new generalized Lindley
(NB-NGL) distribution with parameters r, a, f and 0, denoted by X~ NB-NGL(r,a., 3, 0).

Theorem 1. Let X~ NB-NGL(r,a,f,6). Then, the pmf of X is

: L1 (rex=D&(x), (et 0"
f<X'f’°‘*B’9)‘1+e( x ]ZU( 1)1((e+r+j)“+(e+r+i>ﬁ]' ©

where x=0,1,2,... and parameters r, o, B and 6.
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Proof. If X|A ~NB(r,p=e") with the pmfin (2) and A ~ NGL(a,p,0) with the pdf in (3), then the pmf of X can

be obtained by
f(arup,0) = [f(x|1)g(k; 00 p,0)d2,
0

where
1 1\ & _ _
f(Xl}‘d):[r_'_x jekr(l_ek)x :(r+x JZ()-(j(_l)Jeh(H])_
X X o\ J
By substituting (7) into (6), we obtain
1\ & R
ﬂXHJLBK»Z[r+X J}:(*Jc4yjeﬂ“wgogaﬁx»dx
X j 5

i=0

:[Hx—lﬁm(_nimk(—(r+j);a,ﬁ,9)-

X j:0
By replacing the mgf of NGL distribution in (4) with t =—(r+ j) into (8), then the pmf of X is

_ e S A A U 0’
f(X’r’a’B’e)_lJre( X ]%(JJ( ) ((9+Y+J')“+(9+r+j)ﬁj.

Some pmf plots of the NB-NGL distributionwith some fixed values of parameters r, a, B and 6 areshown in Figure

1.

(a) NB-NGL( r =0.5, a =5, B =5, 6 =5) (b) NB-NGL(r =3, o. =3, p =5, 6 =5)
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Figure 1: The pmf plots of the NB-NGL distribution for some fixed value of parameters
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The NB-NGL distribution has three sub-models as follows.

Corollary 1. Let X ~ NB-NGL(r,a,B,6). If =1 and B=2, we get the negative binomial-Lindley (NB-L)
distribution with positive parameters r and 0. Its pmfis
0% (r+x-1\(x O+r+j+1,
f(x;r,0)= ( j [_j(—)’— x=0,12,.
0+1  x ;‘ j (0+r1+))> 9)
where the NB-L distribution was proposed by Zamani and Ismail (2010).

Proof. If X~ NB-NGL(r,a,[3,0). and substituting a.=1 and =2 in (5) then pmf of X is given by

r+x-1)&(x in2 1 1 r+x-1 ;07 0+r+j+l
Focr.0)= +9( X J;[]J(_De((eﬂﬂ) (6+I’+])J ( X jg‘( j( )6+1(6+r+1)

which is the pmf of NB-L distribution. In the same way, we get the pmf of the NB-L distribution as follow; If A has
the Lindley distribution (see Zamani and Ismail 2010) with the pdf and mgf as

9(r;6) =

e(l‘i‘}\.) e ™ A>00>0, (10)
0% 0—t+1
1+6W’
If X|1 ~NB(r,p=¢e") with the pmf in (2) and A ~ Lindley(6) with the pdf and mgf as (3) and (4)
respectively. The pmf of X is obtained by
f0ar,0) = [F(x | )g0s G)dx:[wi_lji(ﬂ(—l)lmx(—(r+j);9). 12)
0

=0

M, (;0) = Ie‘”g(x; 0)di = >0. (11)

By replacing the mgf of the Lindley distribution in (11) with t =—(r + j) into (12), then the pmf of X is

_ r+x-1 ; 07 0+r+j+l
foxr.0)= [ jg‘( J( )1+e(6+r+1)

X

Corollary 2. Let X~ NB-NGL(r,a,B,6). If aa=p, we getthe negative binomial-gamma (NB-G) distribution with
positive parameters r, o and 6. The pmf of the NB-G distribution is

—1\X . o
ol

Proof. If X~ NB-NGL(r,a,p,0), and we substitute oo =p in (5), then the pmf of X is

1 (r+x=1\&(x), o 0°(0+1)  (r+x-1\&(x), . 8 Y
N e ) ST = B 3 (O

which is the pmf of the NB-G distribution (Gengtiirk and Yigiter, 2016)

Corollary 3. Let X~ NB-NGL(r,a,B,0). If a=p=1 we getthe negative binomial-exponential (NB-E) distribution.
The pmf of the NB-E distribution is

f(x;r,0) = (HX 1)2[ )( -1

X j=0

=012,...
6+ r+j % =01 (14)

Proof. If X~ NB-NGL(r,a,,6), and we substitute o.=p=1 in (5) then the pmf of X is

] _ 1 r+x-1\ i _[(r+x-1) i
foxir.0) = 6+1[ X ];[]J( & (9+r+])(9+1) _[ X J;EJ]( ) 6+r+J
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which is the pmf of the NB-E distribution (Panjer and Willmot, 1981)
3. Mathematical properties

Some properties of the proposed distribution including the moments and order statistics density function, are
introduced in section.

3.1 Moments

Theorem 2. If X~ NB-NGL(r,a,B,6). then the mth factorial moment of X is

_ I(r+m) (¢ i o°
P (= e =) o

where m=12,3,..., and r,a,[3,0>0.

Proof. The mth factorial moment of X, i.e., p,,,(x;r,p) = E[X(X-1)---(X-m+1)], is

F(r+m) (1 p)
=123,..
M p =1, (16)

where T'(-) is the complete gamma function, i.e., T'(t) = J':x"le’xdx, t > 0. From (16), where p=e™" we can write

M[m] (X1 rv p) =

it as follows (Goémez-Déniz et al. 2008)

Hpmy (G T, e")=E, |:

L(r+m) (@-e™)" | I(r+m) P "
rm e } r oY (17)

Using a binomial expansion in the term (e* —1)™ we can write (17) as
o F(r +m) & oHm) F(r +m) & .
M (X1 67) = (-)'E, ()= (-)'M, (m- ).
™ r(r) Z =) r(r) Z )
If X|1~NB(r,p=e") and A ~NGL(a,B,0) when substituting the mgf of A asin (4) with t=(m-))

into g, (x;r,e™*). The mth factorial moment of X is

C(r+m (¢l o°
“[m](x;rla7ﬁie) ( ) Z( \J J( N\ 0L + . B\]
1+6)r(r) O-(m=j)* (©-(m-j)
From the factorial moment of the NB-NGL distribution, we have the first four moments about zero, the variance and
skewness, respectively
E(X) =r(n, -1),
E(X?*) =(r* +1)m, — (2r° +1)m, +17,
ECX®) = (r* +3r* + 2r)m, — (3r® +6r% +3r)m, + (3r° +3r’ + 1), —r°,
E(X*) = (r* +6r° +11r> +6r)m, — (4r* +18r° + 26r> +12r)m, + (6r* +18r° +19r° + 7r)m, — (4r* + 6r° + 4r® +r)m, +r*,
V(X) = (r* +nm, —rr,(L+rm),
Skewness = {E(X®) —3E(X*)E(X) + 2E(X°)} /o ={(r® +3r* +2r)m, — (3r° +6r* +3r)m, + (3r +3r* + r)m, —r°
—r(m, —l)[B(r2 +0)m, —(2r° +3r+2°m, ), +r2]}/cf( ,

Kurtosis = {E(X") - 4E(X*)E(X) + 6E(X*)[E(X)]* —3[E(X)]*} /c‘; ={(r* +6r° +11r* + 6r)m,

—(4r* +18r% +26r° +12r)m, + (6r* +18r* +19r* + 7r)m, — (4r* +6r° +4r> +r)m, +r*

—4r (m, ~1)[ (r*+3r" +2r)m, ~(3r° + 61” +3r)m, + (3r +3r” + r)m, —1° |

+3r? (m, -1)° [Z(r +0)m, = (2% + 1)+ 1w, ), +1° J}/cx,
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1 e(x+l 9[3
here = and =JV(X).
WhEre . 1+6[(9—c)“ +(e—c)ﬁj Ox =YVIX)

3.2 Order statistic density function

Let X;,X,,...,X, be n independent and identically distributed (iid) random variables defined on Q with the
cumulative density function (cdf) F (x) and the pmf f, (x). Let X, <X, <---<X,, denote these random
variables rearranged in non-descending order of magnitude. Thus, X, is the kth smallest number in the sample,

k=12,...,n. Because order statistics are random variables, it is possible to compute probability values associated
with values in their support. The kth order statistics density function of X,,, is (e.g., Casellaand Berger, 2002) given

by
n! k1 nek |
fr, (X) = CETEY k)!fx )[R )] [1-FX)] T xeQ (18)

If X,,X,,...X, be n iid variables with the pmf f, (x) asin (5) and cdf F, (x) as follows
r+s-1 gt 0P
F (X f (X 1)’
0= ; 0 = SZXZE )%[ J( )9+1[(6+r+1)°‘ (e+r+j)3]

Definition 2. Let X~ NB-NGL(r,a,,0). Then, the order statistic density function of X is

n! r+x-1 ;1 0" 6
fx‘“(x):(k—l)!(n—k)!(( X j,zo( ]( & 6+1[(9+r+j)“+(e+r+j)‘3)
r+s—1\g J g+ o -
X{;[ s ];[ ]( Y (9+1((9+r+1)‘x (e+r+j)”J}
r+s—1 J ot 0° "
{1 ;( j;( ]( & 9+1[(9+r+j)°‘ (6+r+j)3)} ’ (19)

where k=1,2,...,n, 5,x=0,1,2,... for s<x and r,a,B,0 > 0.

4, Maximum likelihood estimation

For this study, the unknown parameters of the proposed distribution are estimated via the method of maximum
likelihood estimation (MLE). Let X = (X, X,,...,X,) be a random sample of size n from the NB-NGL distribution

with parameters of @ = (r, o, 3,0). From the pmf of the NB-NGL distribution in (5), we have the likelihood function

as follows
oo L T(rex) & 0 o
HE0 = ey Hrore +1)Z( j J((9+r+i)“+(9+”j)ﬁ}

with the corresponding log-likelihood function, i.e., ¢(X; ®) = log L(X; ®),

((X; ®) =—nlog(l+0)+ ilog I(r+x,)- ilog r(r)- ilog I'(x; +1)

+Zn:|09 i(Xij(—l)j[ il + 0 j
ER=Y O+r+)* O+r+j)’)
The partial derivatives ¢(X;®) with respectto r,a, and 6 are, respectively
ol(X; @) _o, ol(X; @) _o, ol(X; @) _o, ol(X; @) o (20)
or oo op 00
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The maximum likelihood estimators, f,6.,[3 and 8, are obtained by solving the expression (20). In this study,

f,d,B and 0, are obtained by using the numerical optimization with the nlm function in the stats package in R (R
Core Team, 2018).

5. Simulation and application studies
5.1 Simulation

The simulation study of parameter estimation is illustrated for verification of the MLE performance before application
to real data is illustrated. We conducted Monte Carlo simulation studies to assess on the finite sample behavior of the
maximum likelihood estimators of r,a,f3,0. All results were obtained from 1000 replications (T =1000) and the

simulations were carried out using the statistical software package R. In each replication a random sample of size N
(i.e., n=20, 50, 100, 150 and 200) is drawn from the NB-NGL (r,a,3,0) with two cases, i.e., (i) r=0.5, a =5,
B=5 6=5 and (ii) r=3, a=3, =5 6=5. Random variate generation of the NB-NGL distribution has been

generated from follows.
(i) Generate 2 from the NGL distribution with positive parameters a,, and 6.

(i) Generate X from the NB distribution with the parameters r and p=e™.

The results of simulation study present the mean maximum likelihood estimates of four parameters, i.e.,
1&G, .~ 1&G. 5 13, P AL
a==>6, B==Y B, and 6==>6,,
= T t=1 T t=1

and the Root Mean Squared Errors (RMSE) of estimators, i.e.,

RMSE() = | (7, ~ )}, RMSE(&) = /%i(dt—a)z,
A 1 /A 2 ~ 14 /A 2
RMSE(B) = ?H(Bt—ﬁ) , and RMSE(0) = /?é(et—e) .

These results are shown in Table 1, and we notice that the RMSE values of the maximum likelihood estimators of
r,a,B and 6 decay toward zero as the sample size increases, as expected. The simulation study of parameter

=l

estimation is illustrated for verification of the MLE performance to estimate the proposed distribution. The results
show that the maximum likelihood estimators give the parameter estimates close to the parameter when the sample is
large (n =200)

Table 1: Statistic values of the NB-NGL parameter estimation by using the MLE
Case 1 Case 2
n r=05 a=5 =5 6=5 r=3 a=5 p=5 6=5
20 Estimate 2.0641 7.5268 9.2883 6.8231 3.4151 9.0536 4.7923 8.8767
RMSE  3.4654 6.2030 6.6143 8.3313 5.2272 7.1718 3.3585 9.9589
50 Estimate 15316 8.4751 9.0835 6.3211 3.2951 6.4069 4.3781 6.1393
RMSE  2.3571 7.3469 6.4617 7.3423 3.4035 2.8893 4.9896 3.9645
100 Estimate 0.8963 8.9364 8.8037 6.3764 3.1462 5.4977 4.4436 4.7436
RMSE  1.2020 5.7132 5.2789 5.3984 3.3141 1.8272 3.4852 3.4501
150 Estimate 0.6787 7.2673 7.9638 5.7561 2.9322 5.3598 4.6076 4.6034
RMSE  0.5357 3.4432 4.1797 5.2218 3.1803 1.5775 3.2877 2.7369
200 Estimate 0.5429 5.6641 5.8436 5.4971 29073 5.1217 3.8657 4.3329
RMSE  0.1536 1.6727 1.6945 3.3271 2.9264 1.3691 2.1588 2.5161
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5.2 Application to real data sets

We provide the application of the NB-NGL distribution to show its importance for count data analysis by considering
three real data sets. These data sets are shown to fit by distributions, such as the Poisson, NB, NB-E, NB-G, NB-L
and NB-NGL distributions. The goodness-of-fit of the Kolmogorov-Smirnov (K-S) is used to decide if a sample comes
from a population with a specific distribution. For a discrete distribution, we used ks.test function in the dgof package
in R to find the value of the K-S statistics (Marsaglia et al., 2003; R Core Team, 2018). The best distribution
corresponds to the smaller statistic value of KS test. For two real data sets, we compare the fits of the proposed
distribution with the Poisson, NB, and its sub-models of NB-NGL distribution, i.e., NB-L, NB-G, and NB-E
distributions. The estimated parameters in each distribution are obtained by using the MLE with the nlm function in

R. To compare the parameter estimation of each distribution, we consider the 7, which is the maximized value of the
log-likelihood function under the considered distributions.

Data set I: The data are the number of hospital stays of United States residents age 66 and over from the National
Medical Expenditure survey in 1987 and 1988 (see Flynn, 2009). This data set has a sample size of 4406. The mean

and variance of the number of hospital stays are 0.296 and 0.557 respectively. The result of the expected values, and
statistics of each distribution for this data set is provided in Table 1. Based on the KS test in Table 2 indicates that the
NB-NGL distribution is a strong competitor to others considered for fitting data set (see Figure 2 (a)).

Data set 11: The data set corresponds to an uncensored data set from Sankaran (1970) on the number of the mistakes
in copying groups of random digits; it was used for illustrating the distribution of the Poisson, NB, NB-E, NB-G, NB-
L and NB-NGL distributions. The statistic value of the KS test in Table 3 indicates that the NB-NGL distribution is a
strong competitor to the others considered for fitting data set (see Figure 2 (b)).

Data set Ill: The data which was obtained from Klugman et al. (2008), provides information on 9,461 automobile
insurance policies whereby the number of accidents of each policy is recorded. The distributions of the Poisson, NB,
NB-E, NB-G, NB-L and NB-NGL are fitted to the data. Based on the log likelihood and KS test in Table 4, the NB-
NGL provides a better fit for the numbers of hospital stays than the NB, NB-L, NB-G, NB-E, and Poisson distributions

respectively. The plot comparing the expected values of the considered distributions with the observed value of count
data are shown in Figure 2 (c).

Table 2: Observed values, expected values, and statistics of each distribution for data set |

Numbers Observed values of fitting with distributions
of hospital Observed .
stays values Poisson NB NB-E NB-G NB-L NB-NGL
0 3,541 3,277.26 3,544.26 3,547.43 3,542.93 3,5637.55 3,540.89
1 599 969.94 583.56 677.09 556.89 612.07 601.72
2 176 143.53 177.53 131.29 176.10 161.25 166.46
3 48 14.16 62.27 25.98 65.88 54.07 56.57
4 20 1.05 23.29 5.24 26.78 21.30 21.95
5 12 0.06 9.04 1.08 11.47 9.43 9.39
6 5 0.00 3.59 0.23 5.11 4.57 4.33
7 1 0.00 1.45 0.05 2.34 2.37 2.13
8 4 0.00 0.59 0.01 1.10 1.31 1.10
X f=0.6173
Estimated value S og0sp PT05562  F=38.4510 ;‘:33 3263;’ F=13783 & =3.8042
of parameters F=03710 0=163.0027 5_ ., 0=6.3925 ﬂ 1.0138
6=9.6358
- 3,304.51 3,009.63 3,098.10 3,061.01 3,007.89 3,007.50
KS test 0.0599 0.0028 0.0192 0.0091 0.0022 0.0016
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(p-value) (<0.0001) (0.9999) (0.0781) (0.8572) (0.9999) (0.9999)
Table 3. Observed values, expected values, and statistics of each distribution for data set Il
Mistakes Observed values of fitting with distributions
in convin Observed
gro%s 9 values  Poisson NB NB-E NB-G NB-L NB-NGL
0 35 27.41 33.95 30.37 31.81 36.61 34.48
1 11 21.47 14.49 14.93 17.01 14.23 13.66
2 8 8.41 6.39 7.34 6.98 5.56 6.17
3 4 2.20 2.85 3.63 2.60 2.18 2.91
4 2 0.43 1.28 1.80 0.92 0.86 1.41
_ ¢ —79 4897 f =0.7893
ESt'Bﬁfﬁéﬂ? T orms PTOSM o110 Gorggr; ls0saL a 134204
I - )= . )= =41.1337
f=0.9380 £=119.504 6=200.659 6 =236.678 ﬂ
£ =190.068
- 77.55 73.57 74.18 74.21 73.91 73.48
KS test 0.1264 0.0407 0.0771 0.0532 0.0808 0.0356
(p-value) (0.2928) (0.9999) (0.8675) (0.9957) (0.8282) (0.9999)
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Figure 2: Plots of the observed and expected values of fitting distributions for three data sets

Table 4. Observed values, expected values, and statistics of each distribution for data set 111

Number of Observed

Observed values of fitting with distributions

claims values Poisson NB NB-E NB-G NB-L NB-NGL
0 7,840 7,635.27 7,846.64 7,763.54 7,796.23 7,811.55 7,837.40
1 1,317 1,637.00 1,288.58 1,356.39 1,361.03 1,346.35 1,326.20
2 239 175.49 256.64 241.98 205.80 244.61 226.34
3 42 12.54 54.10 44.29 30.25 46.67 48.74
4 14 0.67 11.72 8.31 4.45 9.32 14.03
5 4 0.03 2.58 1.60 0.66 1.94 4.97
6 4 0.00 0.57 0.31 0.10 0.42 1.95
7 1 0.00 0.13 0.06 0.02 0.10 0.79
) f =4.8261
Estlgaar;egeﬁge T o PO f=s04Trs G ovaryy  FISO765 G =163
£=0.7015 6=143.966 §=16.372 0=72.3754 ﬂ 12.1718
0 =48.1251
—0 5,490.78 5,396.29 5,396.29 5,431.77 5,348.97 5,341.93
KS test 0.0216 0.0023 0.0081 0.0066 0.0031 0.0007
(p-value) (0.0003) (0.9999) (0.5669) (0.8039) (0.9999) (0.9999)

6. Conclusions

In this paper, we proposed a new four-parameter distribution called the negative binomial-new generalized Lindley
(NB-NGL) distribution that mixes the negative binomial distribution (Greenwood and Yule, 1920) and new
generalized Lindley distribution (Elbatal et al., 2013). Its moments and order statistics density function are introduced.
The negative binomial-Lindley (Zamani and Ismail, 2010), negative binomial-gamma (Gengtiirk and Yigiter, 2016),
and negative binomial-exponential (Panger and Willmot, 1981) distributions are special cases of the NB-NGL
distribution. The maximum likelihood estimation is used to estimate the unknown parameters of the proposed
distribution. The results of the simulation study show that the maximum likelihood estimators give the parameter
estimates close to the parameter when the sample is large. Finally, these real data sets are used to illustrate the fitting
distribution by using the proposed distribution. The statistic value of the KS test indicates that the NB-NGL
distribution is a strong competitor to the others considered for fitting data sets. | expect that the NB-NGL distribution

will be a flexible alternative for count data analysis.
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