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Abstract

In this paper, we developed linear exponential (LINEX) loss function by merging weights to produce weighted linear exponential (WLINEX) loss function. Then we utilized WLINEX to derive scale parameter and reliability function of the Weibull distribution based on record values when the shape parameter is known. After, we estimated scale parameter and reliability function of Weibull distribution by using maximum likelihood (ML) estimation and by several Bayes estimations. The Bayes estimates were obtained with respect to symmetric loss function (squared error loss (SEL)), asymmetric loss function (LINEX) and asymmetric loss function (WLINEX). The ML and the different Bayes estimates were compared via a Monte Carlo simulation study. The result of simulation mentioned that the proposed WLINEX loss function is promising and can be used in real environment especially at the case of underestimate where it revealed better performance than LINEX loss function for estimating scale parameter.
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1. Introduction


The Weibull distribution (WD) is a very popular statistical model in reliability engineering and failure analysis, radar systems, manufacturing and delivery times in industrial engineering problems, weather forecasting and analysis of systems involving a weakest link.

In this paper, we will derive Bayes estimator under weighted linear exponential (WLINEX) loss function to estimate scale parameter and reliability function of the Weibull distribution based on record values. After, we will compare the proposed model with others.
Let \( X_1, X_2, X_3, \ldots \) a sequence of independent and identically distributed (iid) random variables with \((cdf)\) \(F(x)\) and \((pdf)\) \(f(x)\). Set \( Y_{m} = \max\{X_1, X_2, X_3, \ldots \} \), \( m \geq 1 \), we say that \( X_j \) is an upper record and denoted by \( X_{U(j)} \) if \( Y_j > Y_{j-1}, \ j > 1 \).

Assuming that \( X_{U(1)}, X_{U(2)}, X_{U(3)}, \ldots \) are the first \( m \) upper record values arising from a sequence \{\( X_i \)\} of (iid) Weibull variables with density function \((pdf)\)

\[
f(x; \alpha, \beta) = \begin{cases} 
\alpha \beta x^{\alpha - 1} \exp[-\beta x^{\alpha}], & x \geq 0, \alpha, \beta > 0, \\
0 & \text{o.w.}
\end{cases}
\]

\( (1) \)

and cumulative distribution function \((cdf)\)

\[
F(x; \alpha, \beta) = 1 - \exp[-\beta x^{\alpha}], \quad x \geq 0, \alpha, \beta > 0
\]

\( (2) \)

Where \( \beta \) and \( \alpha \) are scale and shape parameters respectively. Also, The reliability function \( R(t) \), and the hazard (instantaneous failure rate) function \( H(t) \) at mission time \( t \) for the Weibull distribution are given by

\[
R(t; \alpha, \beta) = 1 - F_T(t; \alpha, \beta) = \exp[-\beta t^{\alpha}], \quad t \geq 0
\]

\( (3) \)

and

\[
H(t) = \alpha \beta t^{\alpha - 1}, \quad t \geq 0
\]

\( (4) \)

2. Maximum Likelihood Estimates (MLE)

In this section, we discuss the maximum likelihood estimates of the parameters of WD given in \((1)\) when the available data are record values. We consider the shape parameter \( \alpha \) is known and the scale parameter \( \beta \) is unknown.

Suppose we observed the first \( m \) upper record values each of which has the WD whose \( pdf \) and \( cdf \) are respectively, given by \((1)\) and \((2)\). Based on those upper record values, we have the joint density function of the first \( m \) upper record values \( X = x_{U(1)}, x_{U(2)}, x_{U(3)}, \ldots \) \( x_{U(m)} \) is given by Soliman (2006) as

\[
f_{1,2,3,\ldots,m}(x_{U(1)}, x_{U(2)}, x_{U(3)}, \ldots, x_{U(m)}) = f(x_{U(m)}) \prod_{i=1}^{m-1} \frac{f(x_{U(i)})}{1 - F(x_{U(i)})},
\]

\( (5) \)

where \( f(.) \) and \( F(.) \) are given respectively, by \((1)\) and \((2)\) after replacing \( x \) by \( x_{U(i)} \). The likelihood function based on the \( m \) upper record values \( x \) is given by

\[
L(\alpha, \beta | X) = (\alpha \beta)^u \exp\left[-\beta T_m\right], \quad u = \prod_{i=1}^{m} x_{U(i)}^{\alpha - 1}, \quad T_m = x_{U(m)}^\alpha
\]

\( (6) \)

From \((6)\), the natural logarithm of the likelihood function is given by

\[
\hat{L}(\alpha, \beta | X) \equiv \hat{L}(t) = m \ln(\alpha \beta) - \beta T_m + (\alpha - 1) \sum_{i=1}^{m} \ln(x_{U(i)}),
\]

\( (7) \)

where \( T_m \) is given by equation \((6)\).

When the shape parameter \( \alpha \) is known, the maximum likelihood estimate of (MLE) \( \hat{\beta}_{ML} \) can be obtained from \((7)\) as

\[
\hat{\beta}_{ML} = \frac{m}{T_m},
\]

\( (8) \)
By the invariance property of the maximum likelihood estimator of reliability function $\hat{R}(t)_\text{ML}$ of $R(t)$, can be obtained after replacing $\beta$ by $\hat{\beta}_\text{ML}$ in Equation (3)

$$\hat{R}(t)_\text{ML} = \exp[-\hat{\beta}_\text{ML}t^\alpha], \quad t \geq 0 \tag{9}$$

3. **Loss Function**

We consider three different types of loss functions as follows:

3.1 **Squared-Error Loss function**:

This type is classified as a symmetric function and considers equal importance to the losses for overestimation and underestimation of equal magnitude. Squared error loss function is given by

$$L(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2 \tag{10}$$

3.2 **LINEX Loss function**

In 1975, Varian introduced LINEX loss function, which is asymmetric. This loss functions was widely used by several authors, among them, Zellener (1986), Basu and Ebrahim (1991), and Pandey and Rai (1992). The LINEX loss function can be expressed as

$$L(\Delta) \propto \left[\exp[-a\Delta] - a\Delta - 1\right] : a \neq 0 \tag{11}$$

where $\Delta = (\hat{\theta} - \theta)$. The sign and magnitude of $a$ reflects the direction and degree of asymmetry, respectively. The Bayes estimator relative to LINEX loss function, denoted by $\hat{\theta}_\text{BL}$, is given by

$$\hat{\theta}_\text{BL} = -\frac{1}{a} \ln[E_\theta(\exp[-a\theta])] : a \neq 0 \tag{12}$$

provided that $E_\theta = (e^{-a\theta})$ exists and finite, where $E_\theta$ denotes the expected value.

3.3 **Weighted LINEX loss functions**

This function was proposed by the scholars depending on weighted loss function (LINEX) as following:

$$L(\hat{\theta} - \theta) = w(\theta)\left[\exp[-a\Delta] - a\Delta - 1\right] : a \neq 0 \tag{13}$$

where $\hat{\theta}$ represents estimated parameter that makes the expectation of loss function (Equation (13)) as smallest as possible. While, $w(\theta)$ represents estimated parameter that makes the expectation of loss function (Equation (13)) as smallest as possible. While, $w(\theta)$ represents estimated weight function which equal to

$$w(\theta) = \exp[-z\theta] \tag{14}$$

Depending on the posterior distribution of the parameter $\theta$, and by using the proposed weighted function as in Equation (14), we can get the estimated weighted Bayes parameter $\theta$ as the following:

$$E_{L_w}(\hat{\theta}, \theta) = \int_{\theta} w(\theta) f(\theta|x) d\theta$$

$$= \int_{\theta} w(\theta) [\exp[a(\hat{\theta} - \theta)] - a(\hat{\theta} - \theta) - 1] f(\theta|x) d\theta$$

$$= \int_{\theta} \exp[-z\theta] \exp[a(\hat{\theta} - \theta)] f(\theta|x) d\theta - \exp[-z\theta] \int_{\theta} \exp[-z\theta] f(\theta|x) d\theta$$

$$= \exp[a\hat{\theta}] \int_{\theta} \exp[-z\theta] f(\theta|x) d\theta - a\hat{\theta} \int_{\theta} \exp[-z\theta] f(\theta|x) d\theta$$

$$= \exp[a\hat{\theta}] E\left[\exp[-z\theta|x]\right] - a\hat{\theta} E\left[\exp[-z\theta|x]\right] + a E\left\{\theta \exp[-z\theta|x]\right\} - E\left\{\theta \exp[-z\theta|x]\right\}$$

$$\frac{\partial L_w(\hat{\theta}, \theta)}{\partial \theta} = a \exp[a\hat{\theta}] E\left[\exp[-z(\theta + a)]\right] - a E\left[\exp[-z\theta|x]\right] = 0$$

Consequently, the estimated weighted Bayes parameter using the proposed loss function will be
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4. Bayes Estimates

In this section, Bayes estimates of the parameter $\beta$ and the reliability $R(t)$ of the Weibull distribution are derived. We use three different loss functions including the squared error loss function, the LINEX loss functions, and the weighted LINEX loss functions.

4.1 Estimates Based on Squared Error Loss Function

Let gamma $(\delta, b)$ be a conjugate prior for $(\beta)$ as

$$g(\beta) = \frac{b^\delta \beta^{\delta-1} \exp[-b\beta]}{\Gamma(\delta)}, \quad \beta > 0, \ b, \delta > 0$$

Combining the likelihood function in (6) with the prior pdf of $\beta$ in (16), we get the posterior of $\beta$ as

$$\pi(\beta | \bar{x}) = \frac{L(\beta; \bar{x}) g(\beta)}{\int_0^\infty L(\beta; \bar{x}) g(\beta) d\beta} = \frac{\beta^{m+\delta} \exp[-\beta v]}{\Gamma(m+\delta)} \beta^{m+\delta-1} \exp[-\beta v] \quad \beta > 0, \ b, \delta > 0$$

where $\bar{x} = x_{U(1)} \cdot x_{U(2)} \cdot x_{U(3)} \cdots x_{U(m)}$

and

$$v = (b + T_m)$$

From Equation (17), the Bayes estimates of $\beta$ and $R(t)$ based on the squared error loss function can be derived, respectively, as

$$\hat{\beta}_{BS} = E(\beta | \bar{x}) = \int_0^\infty \beta \pi(\beta | \bar{x}) d\beta = \int_0^\infty \beta \frac{\beta^{m+\delta} \exp[-\beta v]}{\Gamma(m+\delta)} \beta^{m+\delta-1} \exp[-\beta v] d\beta$$

$$= \frac{\beta^{m+\delta}}{\Gamma(m+\delta)} \int_0^\infty \beta^{m+\delta} \exp[-\beta v] d\beta = \frac{m+s}{v}$$

and

$$\hat{R}_{BS}(t) = E \left( \exp \left[ - \beta t^\alpha \right] | \bar{x} \right)$$

$$= \int_0^\infty \exp \left[ - \beta t^\alpha \right] \pi(\beta | \bar{x}) d\beta = \int_0^\infty \frac{\beta^{m+\delta} \exp[-\beta (t^\alpha + v)]}{\Gamma(m+\delta)} d\beta$$

$$= \frac{\beta^{m+\delta}}{\Gamma(m+\delta)} \int_0^\infty \beta^{m+\delta} \exp[-\beta (t^\alpha + v)] d\beta = \left( \frac{v}{v + t^\alpha} \right)^{m+s}$$

4.2 Estimates Based on LINEX Loss Function

Under the LINEX loss function, and by using Equation (12), the Bayes estimator $\hat{\beta}_{BL}$ for $\beta$, is given by
\[ \hat{\beta}_{BL}(t) = -\frac{1}{a} \ln \left( E \left[ \exp \left[ -a \beta \right] \right] \right) \]
\[ = -\frac{1}{a} \ln \left( \int_0^\infty \frac{1}{\Gamma(m + \delta)} \beta^{m+\delta} \exp \left[ -\beta (v + a) \right] d\beta \right) \]
\[ = -\frac{1}{a} \ln \left( 1 + \frac{a}{v} \right)^{-(m+\delta)} \]  
(21)

and the Bayes estimators for \( R(t) \) is given by

\[ \hat{R}_{BL}(t) = -\frac{1}{a} \ln \left( E \left[ \exp \left[ -a R(t) \right] \right] \right) \]
\[ = -\frac{1}{a} \ln \left( \int_0^\infty \frac{1}{\Gamma(m + \delta)} \beta^{m+\delta} \exp \left[ -\beta v \right] \exp \left[ -a \exp(-\beta t^a) \right] d\beta \right) \]
\[ = -\frac{1}{a} \ln \left( \sum_{i=0}^\infty \frac{(-a)^i}{i!} \left( 1 + \frac{a}{v} \right)^{-(m+\delta)} \right) \]  
(22)

4.3 Estimates Based on weighted LINEX Loss Function

Under the weighted LINEX loss function, and by using (15), the Bayes estimator \( \hat{\beta}_{wBL} \) for \( \beta \), is given by

\[ \hat{\beta}_{wBL} = \frac{1}{a} \ln \left( \frac{E \left( \exp \left[ -z \beta \right] \right)}{E \left( \exp \left[ -\beta (z + a) \right] \right)} \right) \]
\[ = \frac{1}{a} \ln \left( \frac{I_1}{I_2} \right) \]  
(23)

Where

\[ I_1 = E \left( \exp \left[ -z \beta \right] \right) = \int_0^\infty \exp \left[ -z \beta \right] \pi \left( \beta \right) \frac{d\beta}{\Gamma(m + \delta)} \]
\[ = \int_0^\infty \exp \left[ -z \beta \right] \beta^{m+\delta} \exp \left[ -\beta (v + a) \right] d\beta \]
\[ = \frac{\beta^{m+\delta}}{\Gamma(m + \delta)} \int_0^\infty \beta^{m+\delta-1} \exp \left[ -\beta (z + v) \right] d\beta \]
\[ = \left( 1 + \frac{z}{v} \right)^{-(m+\delta)} \]  
(24)

\[ I_2 = E \left( \exp \left[ -\beta (z + a) \right] \right) = \int_0^\infty \exp \left[ -\beta (z + a) \right] \pi \left( \beta \right) x d\beta \]
\[ = \int_0^\infty \exp \left[ -\beta (z + a) \right] \beta^{m+\delta} \exp \left[ -\beta v \right] d\beta \]
\[ = \frac{\beta^{m+\delta}}{\Gamma(m + \delta)} \int_0^\infty \beta^{m+\delta-1} \exp \left[ -\beta (z + a + v) \right] d\beta \]
\[ = \left( 1 + \frac{z}{a + v} \right)^{-(m+\delta)} \]  
(25)
and the Bayes estimator $\hat{R}(t)_{\text{WBL}}$ for $R(t)$ is given by

$$\hat{R}(t)_{\text{WBL}} = \frac{1}{a} \ln \left[ \frac{E(\exp[-zR(t)])}{E(\exp[-R(t)(z+a)])} \right] = \frac{1}{a} \ln \left[ \frac{I_3}{I_4} \right]$$

(26)

Where

$$I_3 = E(\exp[-zR(t)]) = \int_{0}^{\infty} \exp[-zR(t)] \pi(\beta|x) d\beta$$

$$= \int_{0}^{\infty} [\exp[-z \exp[\beta t^\alpha]] \frac{v^{m+\delta}}{\Gamma(m+\delta)} \beta^{m+\delta-1} \exp[-\beta v] d\beta$$

$$= \frac{v^{m+\delta}}{\Gamma(m+\delta)} \left[ \beta^{m+\delta-1} \exp[-\beta v] \exp[-z \exp[-\beta t^\alpha]] \right] d\beta$$

$$= \sum_{i=0}^{\infty} \frac{(-z)^i}{i!} \left( 1 + \frac{it^\alpha}{v} \right)^{-(m+\delta)}$$

(27)

and

$$I_4 = E(\exp[-(z+a)R(t)]) = \int_{0}^{\infty} \exp[-(z+a)R(t)] \pi(\beta|x) d\beta$$

$$= \int_{0}^{\infty} [\exp[-(z+a) \exp[\beta t^\alpha]] \frac{v^{m+\delta}}{\Gamma(m+\delta)} \beta^{m+\delta-1} \exp[-\beta v] d\beta$$

$$= \frac{v^{m+\delta}}{\Gamma(m+\delta)} \left[ \beta^{m+\delta-1} \exp[-\beta v] \exp[-(z+a) \exp[-\beta t^\alpha]] \right] d\beta$$

$$= \sum_{i=0}^{\infty} \frac{(-(z+a))^i}{i!} \left( 1 + \frac{it^\alpha}{v} \right)^{-(m+\delta)}$$

(28)

5. Simulation Study and Comparisons

In this section, we conducted a simulation study by adopting the squared error loss function (SEL), LINEX loss function and WLINEX loss function in addition to MLE to estimate the scale parameter and reliability function of Weibull distribution when the shape parameter are known.

In order to compare the ML and Bayes estimates, we calculated the mean square error for each estimate according the following steps:

1. For given values ($\delta = 2, b = 1$), we generate a random value $\beta = 1.383$ from the prior pdf as in Equation (16).

2. By using the value $\beta = 1.383$ from step 1, with selected values of $\alpha = 2, \alpha = 3, z = 0.5$ and $z = 3$ we generate $m, (m = 3, 5, 7)$ upper record values from Weibull distribution whose pdf is given by Equation (1).

3. The different estimates of $\beta, R(t)$ at time $t$ (chosen to be 0.5) are computed.

4. Steps 1 to 3 are repeated 10,000 times and the mean square error (MSE) for each estimate (say $\hat{\theta}$) was calculated by using

$$MSE = \frac{1}{10000} \sum_{i=1}^{10000} (\hat{\theta} - \theta)^2$$

where $\hat{\theta}$ is the estimate at the $i^{th}$ run.
Tables 1-8 show the mean squared error of the different estimates based on 10000 runs of Monte Carlo simulation and records up to 7.

Our observations about the results are stated in the following points:

5. All Tables 1, 3, 5 and 7 show that Bayes estimates under the proposed loss function (WLINEX loss function) presents the best estimation of $\beta$ according to the smallest value of MSE in the case of underestimate when $z = 3$. While, Bayes estimates under WLINEX loss function has the best estimation of $\beta$ depending on the smallest MSE in the case of overestimate when $z = 0.5$.

6. At underestimate case, Tables 1, 3, 5 and 7 always show that the SEL function is better than LINEX loss function.

7. Tables 2, 4, 6 and 8, show that Bayes estimates under LINEX loss function reveals the best performance in estimate the reliability as it has smallest MSE at the case of underestimate. Whereas, Bayes estimates under SEL function come in second stage with trivial difference from WLINEX loss function.

8. ML estimation reveals the worst performance in estimate both of $\beta$ and reliability function. Therefore, it is recommended to use Bayes estimate instead of ML estimates (see Tables 1-8).

9. From all Tables 1-8, one can observe that there is an inverse relationship between the value of MSE and the values of records.

**Table 1. MSEs of the estimates of $\beta$ at $\alpha = 3$ and $z = 3$**

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{\beta}_{ML}$</th>
<th>$\hat{\beta}_{BS}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\beta}_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a = 1$</td>
<td>$a = 1$</td>
</tr>
<tr>
<td>3</td>
<td>4.4668</td>
<td>0.6711</td>
<td>2.8311</td>
<td>0.2437</td>
</tr>
<tr>
<td>5</td>
<td>1.0872</td>
<td>0.4848</td>
<td>1.2026</td>
<td>0.1452</td>
</tr>
<tr>
<td>7</td>
<td>0.5591</td>
<td>0.3558</td>
<td>0.6903</td>
<td>0.1337</td>
</tr>
</tbody>
</table>

**Table 2. MSEs of the estimates of $R(t)$ at $\alpha = 3$ and $z = 3$**

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{R}(t)_{ML}$</th>
<th>$\hat{R}(t)_{BS}$</th>
<th>$\hat{R}(t)_{BL}$</th>
<th>$\hat{R}(t)_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a = 1$</td>
<td>$a = 1$</td>
</tr>
<tr>
<td>3</td>
<td>0.0196</td>
<td>0.0055</td>
<td>0.0051</td>
<td>0.0082</td>
</tr>
<tr>
<td>5</td>
<td>0.0084</td>
<td>0.0042</td>
<td>0.0040</td>
<td>0.0056</td>
</tr>
<tr>
<td>7</td>
<td>0.0049</td>
<td>0.0032</td>
<td>0.0031</td>
<td>0.0040</td>
</tr>
</tbody>
</table>

**Table 3. MSEs of the estimates of $\beta$ at $\alpha = 3$ and $z = 0.5$**

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{\beta}_{ML}$</th>
<th>$\hat{\beta}_{BS}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\beta}_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a = 1$</td>
<td>$a = 1$</td>
</tr>
<tr>
<td>3</td>
<td>4.4668</td>
<td>0.6711</td>
<td>2.8106</td>
<td>0.1340</td>
</tr>
<tr>
<td>5</td>
<td>1.0872</td>
<td>0.4848</td>
<td>1.1820</td>
<td>0.1458</td>
</tr>
<tr>
<td>7</td>
<td>0.5591</td>
<td>0.3558</td>
<td>0.6886</td>
<td>0.1335</td>
</tr>
</tbody>
</table>
Table 4. MSEs of the estimates of $R(t)$ at $\alpha = 3$ and $z = 0.5$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{R}(t)_{ML}$</th>
<th>$\hat{R}(t)_{BS}$</th>
<th>$\hat{R}(t)_{BL}$</th>
<th>$\hat{R}(t)_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = -1$</td>
<td>$a = 1$</td>
<td>$a = 2$</td>
<td>$a = -1$</td>
</tr>
<tr>
<td>3</td>
<td>0.0196</td>
<td>0.0055</td>
<td>0.0051</td>
<td>0.0059</td>
</tr>
<tr>
<td>5</td>
<td>0.0084</td>
<td>0.0042</td>
<td>0.0039</td>
<td>0.0044</td>
</tr>
<tr>
<td>7</td>
<td>0.0049</td>
<td>0.0032</td>
<td>0.0030</td>
<td>0.0033</td>
</tr>
</tbody>
</table>

Table 5. MSEs of the estimates of $\beta$ at $\alpha = 2$ and $z = 3$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{\beta}_{ML}$</th>
<th>$\hat{\beta}_{BS}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\beta}_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = -1$</td>
<td>$a = 1$</td>
<td>$a = 2$</td>
<td>$a = -1$</td>
</tr>
<tr>
<td>3</td>
<td>4.7893</td>
<td>0.6676</td>
<td>2.8204</td>
<td>0.2723</td>
</tr>
<tr>
<td>5</td>
<td>1.1692</td>
<td>0.4967</td>
<td>1.2385</td>
<td>0.2457</td>
</tr>
<tr>
<td>7</td>
<td>0.5610</td>
<td>0.3556</td>
<td>0.6913</td>
<td>0.2164</td>
</tr>
</tbody>
</table>

Table 6. MSEs of the estimates of $R(t)$ at $\alpha = 2$ and $z = 3$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{R}(t)_{ML}$</th>
<th>$\hat{R}(t)_{BS}$</th>
<th>$\hat{R}(t)_{BL}$</th>
<th>$\hat{R}(t)_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = -1$</td>
<td>$a = 1$</td>
<td>$a = 2$</td>
<td>$a = -1$</td>
</tr>
<tr>
<td>3</td>
<td>0.0354</td>
<td>0.0121</td>
<td>0.0110</td>
<td>0.0138</td>
</tr>
<tr>
<td>5</td>
<td>0.0187</td>
<td>0.0098</td>
<td>0.0091</td>
<td>0.0103</td>
</tr>
<tr>
<td>7</td>
<td>0.0117</td>
<td>0.0075</td>
<td>0.0071</td>
<td>0.0082</td>
</tr>
</tbody>
</table>

Table 7. MSEs of the estimates of $\beta$ at $\alpha = 2$ and $z = 0.5$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{\beta}_{ML}$</th>
<th>$\hat{\beta}_{BS}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\beta}_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = -1$</td>
<td>$a = 1$</td>
<td>$a = 2$</td>
<td>$a = -1$</td>
</tr>
<tr>
<td>3</td>
<td>4.7893</td>
<td>0.6676</td>
<td>2.6857</td>
<td>0.2595</td>
</tr>
<tr>
<td>5</td>
<td>1.1692</td>
<td>0.4967</td>
<td>1.1675</td>
<td>0.2415</td>
</tr>
<tr>
<td>7</td>
<td>0.5610</td>
<td>0.3556</td>
<td>0.7011</td>
<td>0.2010</td>
</tr>
</tbody>
</table>

Table 8. MSEs of the estimates of $R(t)$ at $\alpha = 2$ and $z = 0.5$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{R}(t)_{ML}$</th>
<th>$\hat{R}(t)_{BS}$</th>
<th>$\hat{R}(t)_{BL}$</th>
<th>$\hat{R}(t)_{WBL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a = -1$</td>
<td>$a = 1$</td>
<td>$a = 2$</td>
<td>$a = -1$</td>
</tr>
<tr>
<td>3</td>
<td>0.0354</td>
<td>0.0121</td>
<td>0.0107</td>
<td>0.0133</td>
</tr>
<tr>
<td>5</td>
<td>0.0187</td>
<td>0.0098</td>
<td>0.0088</td>
<td>0.0101</td>
</tr>
<tr>
<td>7</td>
<td>0.0117</td>
<td>0.0075</td>
<td>0.0072</td>
<td>0.0077</td>
</tr>
</tbody>
</table>
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