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Abstract

One technique being commonly studied these days because of its attractive applications for the
comparison of several objects is the method of paired comparisons. This technique permits the
ranking of the objects by means of a score, which reflects the merit of the items on a linear scale.
The present study is concerned with the Bayesian analysis of a paired comparison model, namely
the van Baaren model VI using noninformative uniform prior. For this purpose, the joint posterior
distribution for the parameters of the model, their marginal distributions, posterior estimates
(means and modes), the posterior probabilities for comparing the two treatment parameters and
the predictive probabilities are obtained.

Keywords: Bayesian hypothesis testing, Noninformative priors, Posterior
distribution, Predictive probability.

1. Introduction

When the objects that can be scored on the same scale are compared, they are
ranked on the basis of the scores. In some cases, however, it is not possible to
assign the score to every object on the same scale, in such cases the objects
can only be compared pair wise. In the method of paired comparison, the
treatments are presented in pairs to one or more judges who in the simplest
situation, choose one from the pair or simply just have no preference.

It was Thurstone (1927), who utilized the technique to make the pairwise
comparisons of 19 crimes or offences to compare their seriousness. Zermelo
(1929) in his paper proposed a model, which estimated the strengths of the
chess players in an uncompleted round robin tournament. Since then wherever
sensory testing is involved, the paired comparison technique has found its
frequent applications.

Pak.j.stat.oper.res. Vol.VIll No.2 2012 pp259-270


mailto:nodupk@yahoo.com
mailto:aslamsdqu@yahoo.com
mailto:aslamasadi@bzu.edu.pk

Saima Altaf, Muhammad Aslam, Muhammad Aslam

Later on, Bradley and Terry (1952), Bradley (1953), Luce (1959), Rao and
Kupper (1967), Davidson (1970) developed and modified the paired comparison
models and also considered the possibility of the occurrence of tie when two
treatments are being compared.

Beaver and Gokhale (1975), Davidson and Beaver (1977), extended the Bradley-
Terry and Rao-Kupper models to accommodate the effect of order of
presentation of objects in a pair comparison experiment. Van Baaren (1978) also
introduced the order effect parameter to a series of paired comparison models in
which ties were also accommodated. He presented six different paired
comparison models.

The paired comparison method is commonly used in various fields of life e.g. in
taste testing experiments, in professional and intercollegiate sports competitions,
market research, voting systems, social and public choice, product comparisons
performed by the consumers, multidimensional scaling in personal ratings and
generally where the study of choice behavior is concerned.

League competitions and round robin tournaments provide good examples of the
situations where the rankings are based on the performances of the objects
when they meet in pairs. Stern (1990) proposed the method of gamma-paired
comparison and applies the model to sports data set for the 1986 National
League baseball season.

This technique also has worked surprisingly well for the environmental and
ecosystem issues. Neuman and Watson (1993) discuss a study conducted by
the Canadian Department of Forestry to determine the relative importance which
the Canadians give to the various advantages of the forests. Different benefits
obtained by the forests are presented to the respondents in the form of pairs to
indicate which value is considered to be more important.

Chess competitions also provide another example. Henry (1992) describes the
use of the modified Thurstone-Mosteller model to fit the data based on the results
of all the known games of chess played between the past and present world’s
greatest chess players to find out the greatest chess player. Following the use of
paired comparison methods in sports competitions, Marcus (2000) rates the
playing strength of the table tennis players by using the Bradley-Terry model.

Paired comparison techniques have also served beneficially in the road safety
problems and the quantification of motor vehicle driver’s crash risks. Li and Kim
(2000) apply the extended Bradley-Terry model for paired comparison to
estimate the motor vehicle crash risks using only the crash data.

Space science rests heavily on the visual communications with different space
objects and aircrafts etc. therefore, the purpose is always to maximize the visual
quality. Watson (2001) proposes the method of paired comparison when the
selection is between two physical stimulus intensities in a psychophysical
experiment for this purpose.
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Baker et al. (2004) use the paired comparison technique with order effect testing
as a tool in the field of sound quality engineering. Judges are asked to choose
between pairs of sounds to tell which the most powerful one is

Selection of the students in educational institutes and universities is a very
crucial job. Marrin et al. (2004) carry out a survey to identify the tools used to
modify the selection procedure for the undergraduate medical program at
McMaster University, Canada. Paired comparison methodology is adopted to find
out which quality is considered to be most the important which serves as an
effective technique in this respect.

Following the application of paired comparison technique in the field of
environment and earth sciences, Simons et al. (2006) use this technique to study
and compare the communities of breeding birds. Mazzuchi et al. (2008) use
Bradley-Terry model for paired comparison for expert judgment to assess the risk
of wire failure in aircrafts.

Because of its practical nature and simple use, many of the statisticians became
considerate towards this technique and performed Bayesian analyses of the
paired comparison models and studied this technique in detail with varying
perceptions. These statisticians include Davidson and Solomon (1973), Kim and
Kim (2004), Kim (2005), Aslam (2002, 2003, and 2005) and Glickman (2008).

In the current study, the Bayesian analysis of van Baaren model VI is presented.
Section 2 is about the notations and likelihood of the model. Section 3 deals with
the Bayesian analysis of the model using uniform prior. In Section 4, the
appropriateness of the model is tested while Section 5 is reserved for conclusion.

2. The Van Baaren Model VI for Paired Comparison

Van Baaren (1978) proposes and compares six extensions of the Bradley-Terry
(1952) paired comparison model.

According to Model |, the probability that the preference of T, over 7, when T, is
presented first is denoted by (1) and is presented as:

70.
()=—""
210 10,49, 10

where y ( > 0) is the multiplicative order effect parameter, v ( > 0) is the tie
parameter and 0<¢, <1. The preference probability of 7, when T, is presented

first is denoted by y, (2)and is defined as:

0.
l//l(Z) = ’
! 70, +6,+v
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The probability for no preference, which is proportional to the product of both the
treatment parameters, is given by:

v, (0)=——

70,+60, +v

Model Il of van Baaren is given as:

L S L)
W0,+0,+000," " y0,+0,+0 00, """ y0,+6,+0/00,
Van Baaren Model Ill is given as:

79, 0, 70,0,(v* ~1)

_% )= w(0)=
0+00, "D 010 VO TG 00,000 +0)

Vi H=

l//ij (1) =
Van Baaren Model IV is described as:

(V)
v, ()= 4

1

W, (2) = .
70, +91+U(1+t\/}/(91.0j) Vi ¥0,+ 0, +v(1+1,(760,)

v(1+t,/y6,0,)

70,+6,+v(1+1,[766,)

where t represents the number of objects. Van Baaren Model V is presented as:

0.
v, ()= A

and for no

preference y;(0) =

0,
d : (2) = - and for no
¥0,+6,+0./0,/ 76, Y 0, +0,+v.[r0./0,
preference

©) v(L+2,/700,
Vi = )
T (0,+6,+0J0,170)(0,+0,+0.(0.16))

And finally according to the van Baaren Model VI, the probability that the
preference of T, over T, when T, is presented first is denoted by w (1) and is

defined as:

v, (=

Al (2.1)
76, +6,+v00,
where y ( > 0) is the multiplicative order effect parameter, v ( > 0) is the tie

parameter and 0<6, <1. The preference probability of 7, when 7, is presented

first is denoted by y,(2)and is defined as:

v, (2)= .
' 10, +0,+0v60, (2.2)

The probability for no preference, which is proportional to the product of both the

preference parameters:

V00
Pi=jli,))=w.(0)= 7 , 0<0 <1,y,0>0 . 2.3
(i~jli,))=v;(0) 10,40, + 000 L <Ly (2.3)
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According to van Baaren, all the six extensions differ only in the way the ties are
treated if the order effect parameter is kept constant. In model |, the probability of
the tie is the same for all the preference parameters whose sum is constant. This
property makes the model far from being realistic. For models Il and lll, the
probability of a tie is the same for all the pairs of preference parameters for which
the ratio, the larger over the smaller say is constant. In models IV, V and VI, the
probability of a tie depends in addition to the ratio of the preference parameters,
on their actual level also.

In addition to this, models I, IV and V are considered to fit better when the
comparison are being made by visual means. On the other hand, model VI is
considered to fit best in case of tournaments and matches such as chess
tournaments. Furthermore, the model is simpler and easy to handle as compared
to lll, IV and V models. Keeping this in view, we choose model VI for the
Bayesian analysis.

Now as we are considering the order effect parameter also, it means we consider
the situation when the order of the two treatments is reversed. Hence, the
probability that the preference of T, over T, when T, is presented first is denoted

by v (1) and is defined as:
y0

J

()=
10 6470, +000,

The preference probability of 7, when T, is presented first is denoted by
v, (2)and is given as:

0,
0.+y0,+v0.0,
and hence, for no preference when 7, is presented first, the probability is
presented as:

l//ji(z) =

V00,

(0)= —
v, (0) 6,470, + 000,

We define notations for the van Baaren model VI;

w; (1)=1 or 0, accordingly as the treatment 7, is preferred to the treatment
T.when the treatment 7, is presented first in the k'th repetition of the
comparison.

w, (2) =1 or 0, accordingly as the treatment 7, is preferred to the treatment7,
when the treatment 7, is presented first in the k'th repetition of the comparison.
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w;, (1) =1 or 0, accordingly as the treatment T, is preferred to the treatment7,
when the treatment 7, is presented first in the k'th repetition of the comparison.

w,(2)=1 or 0, accordingly as the treatment 7, is preferred to the treatment
T,when the treatment 7, is presented first in the k'th repetition of the
comparison.

t; =1 or 0, accordingly as the treatment 7, is tied with the treatment 7, when
T is presented first in the k'th repetition.

t =1 or 0, accordingly as the treatment 7; is tied with the treatment 7, whenT,
is presented first in the k'th repetition.

The total number of independent comparisons for the pair (i, j) is given by r,.
Let w;, (1) is the number of preferences for the object presented first, w,(2) be the
number of preferences for the object presented second (object j) and ¢, are the
number of no preferences, r, =w,(1)+w,(2)+¢,andr, =w,(1)+w,(2)+t,, when
the order of presentation is(j,i).

The probability of the observed result in the k" repetition of the pair of treatments
(T,,T,) when both the orders of presentation i.e. (i,/)and (j,i)are being

considered is:

i (1) W (2)
p _{ (79) } { 9, } { 60, }
=
' (70, +06, +06,0)) (70, +6, +0v6,0)) (76, + 6, +v6,0))

Hi wii (1) 79} Wi (2) (Uelej) (2 4)
(0,+ 70, +0v60)) (0.+70,+v60)) (0,+70,+0v60)) '

b 000 0)" 0 we g ) 2.5)
ijk Tijk Tjik )
(16,+0,+060,)" (6,+0,+v60,)

ik

3. Bayesian Analysis using Uniform Prior

Laplace (1812) proposes the Bayesian analysis of the unknown parameters
using a uniform prior. For the analysis using noninformative prior, we assume the
standard uniform distribution to be the noninformative prior for the parameters of
the van Baaren model VI. Let 6=(6,..,0,) be the vector of treatment

parameters, the order effect parameter y and the tie parameterov, the uniform
prior distribution for the parameters is given as:

(6,,6,,...,6,;7,0) < 1 16,20, i=1,2,...m, " 6,=1, y,0>0.
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The likelihood function of the van Baaren model VI is given

as:l(x;6,...,6,,7,0) = HH i HH Gy v) } (3.1)

i1 ) ,,(1)'w (2)'t 'Ly@ +6,+06,0,)"
0<6 <1 fori=12,.,m y,0>0,

where 7, =w,(1)+w,(2)+t;,. The total number of preferences for the object
presented first is K :ZZIZ w, (1), the total numbers of tiesare T=>"" >"
g =w +t, w, Z{w(l)+w..(2)} is the total number of wins and 7, => {z, +7,} is

jil’],

the total number of ties for the i object.

The joint posterior distribution for the parameters é,....6, , y and v using uniform
prior is:

K T

O.,7,0|x) 3.2
P-r-01x) E[ll,_l[(yew +060,)" 52
6,20, i=12,..m, >" 6,=1, y,0>0.

The marginal posterior distribution for 6, is:

p(6lx) = j _j_e T T2 avaya, a0 (3.3)
X)= ! —duvdyd0, ... , .
0, =0 yovm0izi-l ;. (Y0, +0,+06,0,)" 1 ’

0<6 <1, y,u>0,

where Q is the normalizing constant. The marginal densities of other parameters

can be obtained using the same general form (3.2). The multiple integrals are
solved with the help of quadrature method. More complicated integrals are
solved with the help of Gibbs sampling method. All the programs are run in the
SAS package (programs can be provided by the author if required).

The data for the analysis is taken from Davidson and Beaver (1977) given in
Table 3.1 which is of packaged food mixes, with different number of comparisons
for each pair.

Table 3.1: Responses for the Preference Testing Experiment for m =3

Pairs (i, j) r w; (1) w;(2) L
(1 2) 42 23 11 8
(2,1) 43 29 6 8
(1,3) 43 27 11 5
(3,1) 42 22 14 6
(2,3) 41 34 6 1
(3,2) 42 23 16 3
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The graphs of the marginal densities of the parameters are shown in Fig. 3.1.
The curves of all the marginal distributions show symmetric behavior.
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Fig. 3.1: The Marginal Posterior Distributions of the Parameters

The posterior means are achieved for the data set given in Table 3.1 by
programming in the SAS package. The Bayesian estimates (means) of the
parameters 6, 6,, 6,,» and v are obtained to be 0.3291, 0.4484, 0.2225,
2.7445 and 1.73709, respectively. The posterior modes are obtained in the SAS
package by solving the following system of simultaneous equations:

g.16,= Y r,(y +00) (76, +6,+0v60,6,)= D r,(1+v0,) (6, + 0, +v6,6,) =0,
J#i=1 J#i=1
i=12,..,m.

TIo=3", i (0,0)10,+0,+000)= 3", 1,60,/ +10,+v00,) =0,

m

Kly=Y" 50,/(6,+0,+v00)->" 10,16+, +v60,)=0,
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m
0 -1=0, (3.4)

The posterior modes of the parameters 6, 6,, 6,, y and v are found to be

0.3291, 0.4477, 0.2232, 2.5816 and 1.5793, respectively. The results (posterior
means and modes) imply that treatment 7, is better than the other two

treatments. The treatment 7, is the next preferred one and 7, is the least favored
one.

To test the hypotheses: H,:6,>6, and H/f:0.20, i+ j=12,3, the posterior
probability for H,;, p, = p(6, > 6,) is attained using a transformation: ¢=6,-6, and
& =0, so the posterior probability p, is:

1 (1+¢9)2 o

py=p0>010)=[ [ [ [ p(e.&r.v|0)dvdydide.

0=0 &=¢ y=00=0

The program is run in the SAS package and the posterior probabilities p, and g,
are obtained and given in the Table 3.2.

Table 3.2: Posterior Probabilities using Uniform Prior

Hypotheses Py Hypotheses q;
H,:0,>0, 0.0323 HS:0,>26, 0.9677
H,:6>0, 0.9386  H::0,>6,  0.0614
H,, :6,>6, 09990  H::6,>06, 0.0001

The hypotheses H|, and H,, are accepted showing the preference of treatment
T,. For H,,, the evidence is conclusive. H,, is accepted making evident treatment
T, is considered to be preferred to 7.

The predictive probability is the probability that treatment 7, is preferred to
treatment7, in the future single comparison of these two treatments. The

predictive probabilities using uniform prior are attained with the help of
programming in the SAS package.

Table 3.3: The Predictive Probabilities using Uniform Prior
Pairs (i, ) (1,2) (2,1) (1,3) (3,1) (2,3) (3,2)
B,(1) 0.5588 0.6748 0.7180 05689 0.7541  0.4923
B,(2) 0.2838 0.1855 0.1817 0.3137  0.1405  0.3692
B,(0) 0.1574  0.1396  0.1003  0.1175 0.1054  0.1385
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The effect of order of presentation is quite overwhelming. The predictive
probabilities of no preference among all the pairwise comparisons of the
treatments are less than 0.16.

4. Appropriateness of the Model
The hypotheses to test the appropriateness of the model are:
H,: The model is considered to be true for any value of 6 =6, .

H°: The model is considered not to be true for any value of 4.

To test the appropriateness of the model in case of three treatments, observed
number of preferences is compared with the expected number of preferences.

The 4° statistic is used to test the goodness of fit of the model for paired
comparison. The y° Statistic is:

poyn (O BO @ RAF G5

~

w; (1) w;(2) Ly (4.1)
w, (D=, () (W, (2= W, () (t,~i,)" '

- + - T L

w; (1) w;(2) i

with 2m(m—1)—(m+1) degree of freedom taken from “and Davidson and Beaver
(1977). Where w, (1) and w,(2) are the expected number of times 7; and 7, are

preferred respectively and f/ is the expected number of times 7, and 7, end up in
a tie when T, is presented first. Similarly, w,(1),w;,(2) and fﬁ. are described
whenT, is presented first.

Table 4.1: Observed and Expected Number of Preferences

Pairs(i, /) | w,(1) W, () w2 (2 L, i,
(1,2) 23 23.59 11 11.71 8 6.70
(2,1) 29 29.14 6 7.79 8 6.07
(1,3) 27 30.99 11 7.64 5 4.37
(3,1) 22 24.04 14 12.95 6 5.00
(2,3) 34 31.02 6 5.61 1 4.37
(3,2) 23 20.82 16 15.28 3 5.90

The value of the y° statistic is obtained as 8.48 and the p-value is 0.39 which
interprets that the model is suitable for the data.

5. Conclusion

Bayesian analysis of a paired comparison model, the van Baaren Model VI, has
proved the model to be appropriate to fit. Using the noninformative uniform prior,
both the posterior estimates (means and modes) have depicted similar values.
When the treatment parameters are compared via Bayesian testing of
hypotheses, it is evident that the treatment 7, is the most favoured one. This
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result is also in accord with the ranking obtained by the posterior estimates. The
preference of any of the treatment over any other one in a future single
comparison cannot be predicted because of the overwhelming order effect. Thus
the said model is interpreted as appropriate for the data and is useful for the
cases of sensory paired comparison testing.
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