Estimation of Stress-Strength Reliability For Weibull Distribution
Based on Type-I1 Right Censored Ranked Set Sampling Data

Fatma Gul Akgul

Department of Computer Engineering
Artvin Coruh University, Turkey
ftm.gul.fuz@artvin.edu.tr

Birdal Senoglu

Department of Statistics
Ankara University, Turkey
senoglu@science.ankara.edu.tr

Abstract

In this paper, we consider the estimation of stress-strength reliability R = P(X < Y) under the type-II right
censored data when the distributions of both the stress and the strength are Weibull. First, we discuss the
estimation of R based on simple random sampling (SRS). Then, we use the effective and the efficient
alternative of SRS which is known to be the ranked set sampling (RSS) to estimate R. In the estimation
procedure of R, we use two different approaches they are i) maximum likelihood (ML) which requires an
iterative method and ii) modified maximum likelihood (MML) which has an explicit form. Monte-Carlo
simulation study is performed to identify the efficient sampling method (i.e., SRS or RSS) and the efficient
estimation method (i.e., ML or MML). Finally, strength and wind speed data sets are analyzed to illustrate
the proposed methods in practice.

Keywords: Stress-strength model; Ranked set sampling; Type-Il right censoring;
Modified maximum likelihood; Weibull distribution, Monte-Carlo simulation.

1. Introduction

In the literature, considerable attention has been raised to estimate the stress-strength
reliability R = P(X < Y). Here, X and Y represent the stress and the strength of the system,
respectively. The reliability of the system is defined as the probability of X non-exceeding
Y. Since, if X > Y, the system fails, otherwise it continues to work. Therefore, R is also
called as system reliability. There is a vast literature on estimation of R, see for example
Downtown (1973), Tong (1977), Kundu and Gupta (2006), Rezaei et al. (2010) and Rao et
al. (2016). For more detailed information, one may refer to Kotz et al. (2003). Structures
and deterioration of rocket motors fatigue failure of aircraft structures and aging concrete
pressure vessels are the some practical examples of R, see Dey et al. (2015).

Traditionally, R is estimated by using the complete simple random sampling (SRS) data.
However, in many life-testing and reliability studies, complete information may not always
be obtained on failure times of experimental units. This type of data is called as censored
data. In recent years, most of the works concerning with the estimation of R have been
done under the assumption of censored SRS data. In this context, Krishnanmoorthy and
Lin (2010) considered the interval estimation of the stress-strength reliability involving
two independent Weibull distribution under complete and censored data. Saragoglu et al.
(2012) considered the estimation of R based on progressively type-11 censored data. They
assume that both the stress and the strength have exponential distribution. In some other
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studies, the maximum likelihood (ML) estimator of R is obtained under progressively first
failure censoring when the distributions of both X and Y are Burr XII, see Lio and Tsali
(2012). Asgharzadeh et al. (2011) and Valiollahi et al. (2013) derive the estimators of R
under the progressively type-Il censored data when both X and Y are Weibull.

It should also be noted that the usage of the ranked set sampling (RSS) method, originated
by Mcintyre (1952), is brought a new insight for the estimation of the system reliability R.
In some experimental situations, sample sizes may be large therefore, the cost of the
measurements for these sampling units may be expensive. In this case, RSS provides an
opportunity to determine the sampling units in a cost effective and inexpensive way. See
Patil et al. (1994), Kaur et al. (1995) and Chen et al. (2004) for complete review of the
applications and the theoretical studies about RSS. RSS is very feasible to different areas
such as for environmental studies, see Yu and Lam (1997), Barnett (1999) and Bocci et al.
(2010). There are lots of studies in literature for estimating the system reliability R based
on RSS data, see Sengupta and Mukhuti (2008a, 2008b), Muttlak et al. (2010), Dong et al.
(2013), Mahdizadeh and Zamanzade (2016, 2017, 2018a, 2018b) and Akgiil and Senoglu
(2017, 2018).

In contrast to SRS, there has been few studies concerning with the censored RSS data in
the literature, for example, Yu and Tam (2002) considered the estimation of the population
mean and standard deviation based on left censored RSS data with fixed censoring times
in the context of ML and Kaplan-Meier (KM) methodologies. He and Naharaja (2012)
developed the Fisher information matrix in censored samples from Downton’s bivariate
exponential distribution based on RSS. Strzalkowska-Kominiak and Mahdizadeh (2014)
derived the KM estimator based on the right censored RSS data with random censoring
times. Mahdizadeh and Strzalkowska-Kominiak (2017) dealt with constructing the
confidence intervals for a distribution function based on censored ranked set sampling data.

In this study, we obtain the estimators of R based on SRS and RSS sampling methods under
the assumption of Type-II right censoring. If the observation’s lifetime is greater than the
lifetime of the predetermined largest observation, it will be censored. This type of
censoring is called as Type-ll right censoring. It is assumed that the stress
X~Weibull(p,o,) and the strength Y~Weibull(p, o,) are both independent. The main
reason for using the Weibull distribution is its flexibility for modeling the asymmetric data
and its extensive usage in engineering, life testing and reliability studies, see Lawless
(1982) and Murthy et al. (2004).

The cumulative density function (cdf) and the probability density function (pdf) for the

two-parameter Weibull distribution are given by
xp

Fx(x;p,0)=1—e o ,x>0,p>0,0>0 1)
and
xP
fx(x;p,0) = gxp‘le_F ,x>0,p>0,0>0 )
respectively. Here, p is the shape parameter and o is the scale parameter. Then, we obtain
the system reliability R as
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[ee]

_tP _& o
R =f(1—e cTl)ﬁtl"‘le o2 dt = ——. (3)

(o} (5} + ()
0

To derive the estimators of R, we use two different approaches. In the first approach, we
use ML method and in the second approach non-iterative modified maximum likelihood
(MML) method originated by Tiku (1967, 1968) is used. To the best of our knowledge,
this is the first study applying MML methodology for estimating the system reliability R
based on type-1I right censored RSS data.

This paper is organized as follows. In Section 2, under the assumption of type-II right
censored SRS data, we derive the ML estimator of R by using iterative methods. Then we
propose to use the MML methodology for obtaining the estimator of R which has an
explicit form. In Section 3, the ML and the MML estimators of R are obtained based on
type-11 right censored RSS data. In the following section, performances of the proposed
estimators are compared via Monte-Carlo simulation study. Real data applications are
given in Section 5. Finally, conclusions are presented in Section 6.

2. Estimators of R based on Type-Il Right Censored SRS Data

In this section, the ML and the MML estimators of R based on type-I11 right censored SRS
data are derived.

2.1 ML estimator of R

Let X;, X5, ..., Xp,~Weibull(p,0,) and Y3, Y,, ..., Y,,~Weibull(p, o,) be two independent
samples for the stress and the strength, respectively. Also, let » and ' be the number of
censored observation(s) in the samples corresponding to X;’s and ¥;’s, respectively. In the

censoring procedure, if the observations x; < xp,—y (i=1,..,n) and y; < Y(m-r")

(j =1, ...,m), then we take them into the sample without changing their values, otherwise
we reproduce them with the x,_,»th and y(m_rf)th ordered observations, respectively.

Then the |Ike|lh00d function is then glven by

L= Hf(x YSi[1 — F ()]t 511_[f(y] [1-F(y)]"™”

Z{‘ 1§+

5 —-xi /o1 §j - 02
B o201, 5 H(xp et H(ylp el )

Here, 6; (i = 1,..,n) and §; (j = 1, ..., m) are the indicator functions defined by
1,x; < X 1:yjsy(m—r’)
6-={ 270 and s = . 5
t 0, xX; > X(n-r) J 0, Yj > y(m—r,) ( )
respectively. We obtain the likelihood equations by taking the derivatives of the log-

likelihood function with respect to the unknown parameters a;, g, and p. They are given
as shown below:
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dlnL nos 1w dlnL Y. 1<

= — — -|——pr=0, = — +_Z p=0: 6
do, 01 ol =l do, ep) oy jzly] ©)
dlnL XiL,0; + XL, 6; c 1\ p

= +Z5ilnxi—— X lnxl'
dp p , 014!

m m i=1 =1
1
+Z6jlnyj—a—2y]plnyj=0. (7

Because of the non-linear functions h;(x) = x?, h,(x) = Inx, h,(y) = yP and h,(y) =
In y, we cannot obtain the explicit solutions of the equations (6)-(7). Therefore, we resort
to iterative methods.

It is clear from the equations (6) that ML estimators of o, and o, are the functions of the
shape parameters p. They are given below

nxP Ly
A i=1%; A Jj=17(j)
6, ==L and 6§, = , 8
1ToEn e 27 IS ®)

respectively. If we incorporate these estimators into (7) and solve it with respect to p by
using the iterative methods, the ML estimate of p is obtained. Then, we insert this estimate
value of p in to the equation (8) and obtain the ML estimates of o, and o,. The iterative
process, such as Newton-Raphson method, should converge quickly to its maximum in this
case, if the initial guess is reasonably close to the actual solution, see Kundu and Gupta
(2006).

After obtaining the ML estimators of p, o; and o, represented by Py srs. and

01 ML,SRS

G201 srs TESPECtively, the ML estimator of R is obtained using the invariance property of
the ML estimators. It is shown below
D a\-ZMLSRS
R = = = : 9
ML,SRS O1mLsrsTO2ML SRS ©

2.2 MML estimator of R

In previous section, we observed that the likelihood equations have no explicit solutions
and therefore we solved them by using numerical methods. However, solving them by
iteration is indeed problematic for reasons of (i) multiple roots, (ii) non-convergence of
iterations, or (iii) convergence to wrong values; see Barnett (1966), Vaughan (2002) and
Tiku and Senoglu (2009). To overcome these difficulties, we use the MML methodology
introduced by Tiku (1967,1968).

The MML methodology can be used for any location-scale distribution of the type

(1/0)f((x — pn) /o). Itis known that if the random variable X has two parameter Weibull

distribution with the shape parameter p and the scale parameter o, then the natural

logarithm of X, i.e., U = In X has an Extreme Value (EV) distribution with the location

parameter u and the scale parameter n. The EV distribution has the following pdf and cdf
UZH_ o7

u—p
fu (s 1) =§e( " >,—oo<u<oo (10)
where, u € Randn € R*.
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The MML estimators of the shape and the scale parameters of the Weibull distribution are
obtained by using the following relationship between the parameters of the EV distribution
and the parameters of Weibull distribution, i.e., u = 1/plngandn = 1/p.

After deriving the estimators of the parameters of EV distribution, the scale and the shape
parameters of the Weibull distribution are obtained by using the following inverse
transformations

oc=e*andp = % (11)
respectively.

Let X;, ..., Xp,~Weibull(p,0,) and Yy, ..., Y,,~Weibull(p,o,) be the SRS data for the
stress and the strength, respectively. As mentioned above U = InX and V = InY have the
EV (uq,m) and EV (u,,n) distributions, respectively. Then the likelihood function for the
type-11 right censored data can be written as follows

L s ﬂf(z@) 1- F(z@)r”ﬂfrvvm) T-Flwp)]™ a2)

77
since the complete sums are invariant to orderrng, e, X f(z) =X, f(zq)). Here,

ziy=(upy —m)/n, i=1.,n and wy = vy —p)/n j=1,..,m are the
standardized order statistics. Also, 8; and §&; are censoring indicators as defined earlier.

Derivatives of the log-likelihood function with respect to the unknown parameters p,, i,
and 7 i.e., 228 = 0, aalnL 9nk _ ), are the likelihood equations. However, these
U2

equations do not have explicit solutions, because of the following nonlinear functions of
the parameters

f'zw) fzw) . f'we) Sy
Ziy) = Ziy) = 13
91( (l)) f(z()) 2( (l)) 1_F(Z(i)) 1( (J)) f(w( )) 92( (J)) 1R (wp) (13)
Therefore, we linearize them around the expected values of the standardized ordered
statistics t¢hy = E(z(;)) and tf;) = E(w(;)) using the first two terms of Taylor series
expansion. Then, we get
91(zw) = & — Blizwy, 92(2) = az; + Bz, i=1,..1m
gl(w(j)) = afj — ﬁfjw(j), gz(w(j)) = a‘z’j +,8;’jw(j), j=1,...m
where
ai‘i =1- etéli) + tg)etzli) ﬁi‘l = etéli) and a;‘i = et&) — tg)etzii), IBZ = etgi),
tél) _ In (— In (1 — :)) lf Z(l) Z(n r)
L .
In (— In (1 — :)) lf Z(l') > Z(n—r)
(a}, B7;) and (a3}, B7;) coefficients and t(}, are obtained similarly as in (14). Therefore
we do not reproduce it for the sake of brevity.

(14)

Modified likelihood equations are obtained by incorporating equations (14) in the
likelihood equations. Solving these equations yield the following MML estimators of y;,
p2 and 7,
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. Ay L . A,
M1 ymrsrs = K1 — m_llnMML,SRSa A2y srs = K2 — m_zzrlMML,SRS and
R —B+VB2+4AC
NMmLsRS = — 54 ' (15)
where
u _ u u _ u U _ . u u _\n u _ Tiaviug
Yii = 0iBiis v2i = (L= 6B Vit =vii +Vair My = Xiq Vi Ki = T
1= 6ty Ay =1 —=8)ay, A =AY — Ay, A=Y A
S vive
vE = 8By vi = (1= 8BS vf =vij +v8j mp = Tyf, Ky = 220,
1 =6al;, Ay =(1-68)ay;, A =A];—A, A=Y A,
A=¥i,6+X 0 =n+m—(r+1),
B =3, A (uey — Ki) + X720 7 (v — K2),
2 2
C =Yk (uw — Ki) + X7y (v — K2)™ (16)

By the inverse transformations defined in (11), we obtain the MML estimators of the
Weibull parameters o4, g, and p as

~ — PMMLSRSB1yy sps A — o, PMMLSRSHz 001 sRs
O1mmisrs — € "0 O2ymses T € ks and

1

pAMML,SRS = (17)

AMML,SRS

These estimators have closed form expressions. They are the functions of the sample
observations and are easy to compute. Asymptotically, they are fully efficient under some
mild regularity conditions. It should be noted that the fully efficient estimators are unbiased
and their variances are equal to the Rao-Cramer lower bound. They are asymptotically
equivalent to ML estimators, see Vaughan and Tiku (2000).

It should be noted that since the MML estimators can provide the explicit form of the
parameter estimators, they are used as initial value for the iterative methods for the ML
estimators of the unknown parameters.

By incorporating MML estimators of the scale parameters into the equation (3), the MML
estimator of R is obtained as follows

92MML,SRS

RMML,SRS =3 +5 . (18)
1MML,SRS " “2MML,SRS

3. Estimators of R based on Type-Il Right Censored RSS Data

In this section, we derive the ML and the MML estimators of R based on type-II right
censored RSS data.

Let’s first describe how to obtain the right censored RSS data. Traditionally, in complete
RSS, m,-dimensional m,, sets are selected via SRS. Without doing certain measurements,
the sampling units are ranked with respect to virtual comparisons, expert opinion or
auxiliary variables. Then, in the first set the smallest ranked unit, in the next set the second
smallest ranked unit and finally in the last set the largest ranked unit are selected for actual
measurements. In this way, we obtain m,-measured units. This complete procedure is
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called a cycle and repeated r, times until the sample size n = m,r, is obtained. See the
following table to better understanding the RSS procedure:

Cyclel Xuy1 X1 - X1
Cycle2 X@myz Xz - Xmy2
Cyclery Xy, Xore - Xmory

Here, Xy, (i = 1,...,my; ¢ =1, ..., 1) is the ith smallest observation in the ith set and
the cth cycle. In censoring procedure, similar to SRS, the largest  observations in each
cycle are censored. In other words, if the observation x;)c < X, )¢, then we take it as

it is, otherwise we replace it with the value of (m, — r)th observation in each cycle.

3.1 ML Estimator of R

At the beginning of this subsection, we will give some abbreviations for better
understanding the rest of the paper. They are given as follows;

m, and m,,: the set sizes for X and Y, respectively,

1, and ,,: the number of cycles for X and Y, respectively,

r and r': the number of censored observation(s) in each cycle for X and Y,
respectively.

Here, X (i = 1,...,my; c =1, ...,n)and Yy, (j = 1, ..., my; L = 1,...,7,) are the RSS
data for the random variables X~Weibull(p, g,) and Y ~Weibull(p, o;), respectively. We
use the following representations for obtaining the type-11 right censored data in the context
of RSS
X(i)cr if @) < X(my—1)c Y if Yo = Y(my-r)
x(i)c={x e if Xye > Xm.— andy(j)l={y v VLS Vi
(mx—1)c ¢ (my-1)c (my-r)1 Ui (my—r)
Let 6, and 8¢y, be the censoring indicator and taking the values of 1 or 0. They return
the value 0 when the censoring occurs, otherwise they return 1.

Then the likelihood function is given by

ry My

L= ] [I6Geal™ [1 = FiCee)] ™

c=1 i=1
Iy My

1_[ H[fi ol [1 = Fye)] (19)
=1 j=1

where f;(x) and F;(x) are the pdf and the cdf of the ith order statistic, respectively. They
are given below

600 = 531 IPOOI 1 = FGOI™ (), (20)
X! e i—-1 my—i
Fi(x) = (=Dl (m, = i)!f u (1 — u)™!du. (21)

0
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It is clear from the equation (21) that F;(x) is incomplete Beta function. It can be shown as
below

1-e~xP/o1
F;(x) = = 1;?;!1)( 5 f u=1(1 — u)™"idu
1-e~P/01
= 0 mxl— D f ut1(1 — W)™ idu = I, yoapso, (Lmy — i+ 1).

0

f;(y) and F;(y) in (19) are defined similar to f;(x) and F;(x), respectively. Therefore, we
do not reproduce them for brevity.

The ML estimators of the unknown parameters p, o, and o, are the solutions of the
likelihood equations given in below

T m Tx My
dlnlL sz=1 Z:le 6(i)c + 2111 2j=y1 5(])1
- + z Z 8(iye In x(i)c

ap p c=1 i—1
LR xP. Inx L
(e N X@)e
+— z z Siye(i —1)——F—— a - —Z 2 Siye(my — i + l)x( he X0
c 1 l (l)c/al - c=1i=
2 Inx f(x AN
(i) i (L)c
_Z 1-6 ; + Z Z 8 Iy
ZZ( (L)c I e (,m, —i+1) YA 6) 6)
Ty My y lny Ty My
(NI )L
+— 2250)1(] ; __ZZS(J)l(my j+ 1)3’(1)1 Iny gy
l 1 y(j)l/o-Z _
Ty ”]ly

_Ez Z(l _ 6(j)l) - In y(j)lfj.(y(j)l) : =0, 22)
=

I y(])lp (],my —-j+ 1)

dlnlL o
— Z (De _Z Z 5(l)c I (l)c +(m, —i+ 1)x8)cl
60'1 c=1i= (l)c/ 1—-1
Tx
fl-(x(l-)c)
Z Z(l 6(1)0 ; - =0, (23)
C 1i= I _ —x()cp/a'l(l mx_L+1)
- 9 + (my, —j + 1)y%,
do, Z Z 0L y(])l/UZ _1 ( y —J )y(])l
Ty my
Z 2(1 —85) 7 fj(y(j).l ) —— =0 (24)
" pa, == =1 ygple (G,m, —j+1)

Because of the similar reasons mentioned in subsection 2.1, the ML estimators of the
parameters cannot be obtained explicitly. For this reason, we resort to iterative methods
for solving the likelihood equations. Solutions of these equations are the ML estimators of

the parameters p, o; and o,. They are represented by Py rss: 01y rss ANA G2y, poss
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respectively. The ML estimator of R is obtained by replacing the parameters o; and o, with
the corresponding ML estimators of them in equation (3), similar as in equation (9).

3.2 MML Estimator of R

The MML estimators of the parameters of the Weibull distribution are derived by using the
relationship between the Weibull and EV distribution as shown in subsection 2.2.

Let Uge (i=1,..,my c=1,..,rp) and Vg (j = 1, ..., my; 1 = 1, ..., 1y) denote the ith
and the jth order statistics in the cth and Ith cycles, respectively. Here, the distribution of
the random variables U and V are EV with parameters (u4,1) and (u,,n), respectively, as
mentioned earlier.

To obtain the MML estimators of p,, p, and n based on type-II right censored RSS data,
the likelihood function can be written as follows

Iy My

L=C 1_[ 1_[ E f(Z(i)c)F(Z(i)C)i_l (1 - F(ZG)C))mX_i]

c=1 i=1
Iy My

1 j— my—j S(j1 .
1_[ 1_[ L_] f(W(j)l)F(W(i)l)] ' (1 - F(W(j)l)) ]] [1-F (w(j)l)]l % (25)
1=1 j=1

Where, Z(i)c = (u(i)c - }11)/‘[], i=1, vy My, €= 1, . and Wit = (V(j)l - uz)/n, ] =
1,..,my, 1 =1,..,r, arethe standardized ordered statistics. Then, the likelihood equations
are obtained by taking derivation of log-likelihood function with respect to unknown
parameters. Likelihood equations have no explicit solutions because of the following
awkward functions

f'(2) f(z) f(z) fi(z)
80 =72 8@ =15 8@ =1rs 80 = e (26)

8(i)c 1-80c
[1 - Fi(zq)c)]

Also, g, (w), g,(w), gz(w) and g, (w) are defined similarly as in (26). To apply the MML
estimation procedure, we first linearize the functions in (26) by using the first two terms of
Taylor series expansion around tf. = E(zq)c) and tf;, = E(wg)). The linearized
functions are given below

81(zc) = dic = BlicZmer 82(Zae) = Wi — BlicZayes

g3 (Z(i)c) = O('élic + Bgicz(i)m g4(z(i)c) = Od}lic + Bzicz(i)Cv i=1,.., my, C = 1., Iy,
where

O(lllic =1- et?i)c + tl(li)cetkli)cv Blllic = eta)c’

u f(t?i)c) u u u (etl(li)c_l)f(tl(li)C)F(t?i)C)"'fz(t?i)c)
ic = —rw + t(i)cBZicv Bzic - u !
F(tfhe) F2(tfhe)
O(li’tlic = etl(]i)c - tl(li)cetl(li)c! Bgic = etl(li)c,
ol = fi(tl(li)c) _ tl(l) Bu Bu _ fiz(t?i)c)'l'fi,(t?i)c)(l_Fi(t?i)c))
4ic — i)cP4ic» 4ic — )

1_Fi(t?i)C)

(1‘Fi(t?i)c))2
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In (— In (1 - mxi+1))’ if X()e < X(my-r)c

th = :
® x— .
In (— In (1 — ::XJ)), if X()e > X(myg-ryc
g1 (W), g82(wey), g3(w) and g4 (wy) linearized functions, the coefficients a and p,
ie., (o, BYj1), (b BY;n), (o1, BY;) and (. Byjp) for the sample V are exactly the same
asin (27), except that t) is replaced by tf;)).

(27)

By incorporating linearized functions into likelihood equations, we obtain the modified
likelihood equations d InL*/dp; = 0, dInL*/dpu, = 0and dInL*/dn = 0. See Appendix
for the details of the modified likelihood equations. Algebraic solutions of these equations
are the following closed form estimators called as MML

i =K, — 24 K d

Himmirss = 1 7~ 5 TIMMLRSS: i, =K, — T]MML Rss an

~ __ —B+VB2+4AC g
NMMLRSS =~ 4 (28)

where
Yiie = 8awe(Blic + (1 — DPYie + (my — DBY), Yoic = (1 — 8¢yc)Bhic:
< . TX, S yitug
Yie = Viic + Vaie my = X%, Nl vie, Ky = =mmincte

l111c = 8(1)c(a111ic + (i 1)O(lzllc (m i)agic)’ A21c - (1 S(i)c)azicv

AFC = A11c 1Zlicy = ZrX 12mx Ailc,

Ylil - S(J)I(Bljl +G- 1)32]1 + (my ])B3j1), Y‘zljl = (1 - 5(]-)1)[3:1,7]-1,
ry iy v _ L5 vivan

Vil =ity mp=X2 i Y K= —m,

Afji = 8y (o + G — 1)a‘z'u (my Do) Az = (1= 8gyu)o,

V _ AV AV A, = Z

jl = Ai1jl 2L R2 = 11’
A= Zr)i mx 108G + 21 121':1 6(]')1’

I m
= Z me Au (u(l)c Kl) + Z]Z1 Zj=}1 A]Yl(v(]')1 - KZ)’
2 r m 2

C= Zc:l 1Y1c(u(1)c 1) + Zlilzlﬁi Y]Vl(V(]')l - KZ) : (29)

Similar to subsection 2.2, we use the inverse transformations defined in equation (11) to
obtain the MML estimators of the Weibull parameters o4, 6, and p denoted by G+ ;1 rss

G2 MMLRSS and Pymi rss, respectively. They are given below
= — ,p\MML,RSSﬁlMML‘Rss = — ﬁMML,RSSﬁZMML‘RSS
O1mmLRss — © O2MMLRss — © and

1

(30)

PMML,RSS = = .
TIMML,RSS

Then, the MML estimators of R based on type-I1 right censored RSS data is obtained as in
equation (18).
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4. Simulation Study

In this section, we perform Monte-Carlo simulation study to compare the performances of
the proposed estimators of the system reliability R based on SRS and RSS data. In the
comparisons, we use the bias and the mean square error (MSE) criteria defined below

Bias(R) = E(R—R) and MSE(R) = E(R - R)" (31)
respectively.

We just reproduce the bias and the relative efficiency (RE) values of the estimators for the

sake of brevity, see Table 1. RE of the estimator R with respect to the estimator R* is

defined as shown below

RE = MSER),
MSE(R)

(32)

It is known that R is more efficient than R* if RE > 1 and vice versa. In this study, we
calculate the values of the following RE's

RE. = MSE(RmL,srs) __ MSE(RMmLsRs) __ MSE(RmLsrs)
1™ MSERmrss)’ 2 7 MSE(RmmLRss)’ 3 7 MSERmmLsrs)’
MSE(R MSE(R
RE, = —oCCMLRSS). ang REg = —oCMLSRS) (33)
MSE(RMML,RSS) MSE(RMML,RSS)

All the simulations are performed in Matlab R2013a. In simulation setup, the set sizes and
the number of cycles are taken to be as m, =m,, =m =6,8, 10 andr,, =1, =7 =1, 5,
respectively. It is obvious that the sample sizes for the stress X and the strength Y become
n = m,n, and m = m, 7, in the context of RSS. It should also be realized that the sample
sizes are taken to be n and m in SRS throughout the simulation study. We use different
values of the shape parameter p such as 0.5, 1.5 and 2.5. We also use the following
parameter settings for the scale parameters o, and o,; (04,0,) =(1,1), (1,2), (1,3).
Therefore, the true values of R equal to 0.5, 0.67 and 0.75, respectively.

Under the assumption of type-1l right censored SRS data, the largest [qn + 0.5] and
[gm + 0.5] observations are censored for both the samples corresponding to the stress and
the strength (i.e., X and Y), respectively. Similarly, in the presence of type-I11 right censored
RSS data, the largest observations [qm, + 0.5] and [[qmy + 0.5]] are censored in each of
the cycles corresponding to the samples X and Y, respectively. Here, q is the proportion of
censoring and it is taken as 10%, 20% and 30%. Also, [.] represents the greatest integer
value. Simulations are done based on [100,000/ min(n, m)] Monte-Carlo runs. Type-II
right censored samples are generated from Weibull(p, ;) and Weibull(p,o,) for the
stress X and the strength Y, respectively. Simulation results are reported in Tables 1-3.

Comparisons with respect to the bias: It is observed from Tables 1-3 that all the estimators
have negligible biases regardless of the values of the shape parameter p. However, the
amount of the bias increases when the scale parameters o; and o, are not equal.
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Table 1. Biases of the ML and the MML estimators of R based on SRS and RSS and
the RE values when p =0.5.

Bias Relative Efficiency

r m q Ryrsgs Rumises Rurrss Rumirss RE: RE2 REs REs REs

O-1=1,0-2=1; R=05

10 0.0001 0.0012 -0.0006 -0.0003 3.49 340 1.06 103 3.63
6 20 -0.0025 -0.0031 -0.0012 -0.0024 3.18 3.16 1.06 1.05 3.36
30 -0.0029 -0.0010 0.0013 0.0031 2.89 2.85 1.07 1.06 3.07

10 -0.0004 -0.0003 0.0012 0.0012 4.18 3.92 1.05 098 4.14
1 8 20 -0.0036 -0.0029 0.0008 0.0012 4.07 3.81 1.06 0.99 4.06
30 -0.0085 -0.00/8 -0.0016 -0.0012 391 3.60 1.06 0.97 3.82

10 -0.0022 -0.0021 0.0004 0.0003 5.27 4.89 1.04 097 511
10 20 -0.0007 -0.0008 0.0003 0.0003 5.06 4.72 1.05 0.98 4.97
30 -0.0006 -0.0007 0.0005 0.0004 489 4.38 105 094 4.63

10 0.0018 0.0018 0.0002 0.0003 2.88 2.86 1.01 1.01 291
6 20 0.0012 0.0011 0.0005 0.0007 3.23 3.17 1.01 0.99 3.22
30 -0.0001 -0.0001 0.0012 0.0008 287 292 101 1.03 2.97

10 0.0021 0.0021 -0.0002 -0.0003 3.85 3.78 1.01 0.99 3.83
5 8 20 0.0017 0.0017 -0.0010 -0.0009 3.67 3.60 1.01 0.99 3.65
30 0.0012 0.0011 0.0003 0.0002 4.13 4.03 1.01 0.99 4.09

10 -0.0005 -0.0005 -0.0006 -0.0006 4.86 4.65 1.00 0.96 4.68
10 20 0.0001 0.0001 0.0000 -0.0001 529 516 100 0.98 5.21
30 -0.0004 -0.0003 -0.0003 -0.0003 4.99 468 101 0.94 4.73

g1 = 1,0-2 = 2, R =0.67

10 0.0116 0.0045 0.0141 0.0082 2.83 2.70 1.05 1.00 2.83
6 20 0.0206 0.0137 0.0178 0.0142 251 234 106 0.98 2.48
30 0.0227 0.0157 0.0049 -0.0010 248 255 106 1.10 2.73

10 0.0105 0.0058 0.0086 0.0065 3.80 3.54 1.04 0.97 3.69
1 8 20 0.0176 0.012 0.0132 0.0096 3.74 3.47 1.05 0.98 3.67
30 0.0163 0.0115 0.0163 0.0129 3.60 3.33 1.05 0.97 3.50

10 0.0067 0.0032 0.0059 0.0054 4.74 433 1.03 094 447
10 20 0.0102 0.0060 0.0094 0.0085 459 415 1.04 094 433
30 0.0115 0.0068 0.0098 0.0099 449 395 105 092 4.16

10 0.0024 0.0012 0.0024 -0.0041 2.78 2.62 1.01 095 2.64
6 20 0.0057 0.0042 0.0030 -0.0034 3.14 288 1.01 0.93 292
30 0.0045 0.0029 0.0042 -0.0061 264 248 101 0.95 2.52

10 0.0030 0.0020 0.0026 -0.0007 3.77 3.47 1.00 0.92 3.50
5 8 20 0.0025 0.0014 0.0026 -0.0021 3.49 3.09 1.01 0.89 3.13
30 0.0035 0.0023 0.0020 -0.0026 3.88 3.62 1.01 0.94 3.66

10 0.0011 0.0003 0.0019 0.0007 4.49 4.17 1.00 0.93 4.20
10 20 0.0045 0.0037 0.0013 -0.0003 4.44 4.00 1.01 0.91 4.05
30 0.0039 0.0030 0.0025 0.0010 4.10 366 101 0.90 3.70
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Table 1. (continued).
Bias Relative Efficiency
T m q Ryysps Rumises Ruprss Rumigss RE: RE: REs REs REs
o;=10,=3; R=0.75

10 0.0242 0.0170 0.0145 0.0077 2.86 257 1.03 093 267
6 20 0.0182 0.0112 0.0214 0.0140 273 266 104 1.01 2.77
30 0.0210 0.0121 0.0154 0.0089 2.34 221 105 0.99 232
10 0.0122 0.0063  0.0101  0.0069 3.78 3.36 1.02 091 3.46
1 8 20 0.0194 0.0119 0.0186 0.0142 337 3.01 1.04 093 3.15
30 0.0216 0.0141 0.0177 0.0139 3.09 284 1.04 0.95 2096
10 0.0096  0.0047 0.0070 0.0062 454 406 1.02 091 4.14
10 20 0.0127 0.0071 0.0101 0.0088 4.00 3.61 1.02 0.92 3.70
30 0.0172 0.0110 0.0135 0.0132 3.85 3.37 1.03 0.90 3.48
10 0.0027 0.0011 0.0039 -0.0057 261 222 100 085 224
6 20 0.0070 0.0051 0.0044 -0.0054 285 248 1.00 0.87 250
30 0.0076  0.0054  0.0057 -0.008 260 229 101 0.89 232
10 0.0031  0.0019 0.0031 -0.0019 3.16 272 1.00 0.86 2.73
5 8 20 0.0021 0.0007 0.0038 -0.0024 322 2.78 1.00 0.86 2.80
30 0.0041 0.0025 0.0030 -0.0037 364 317 101 0.87 3.20
10 0.0024  0.0014  0.0006  -0.0007 4.07 3.55 1.00 0.87 3.57
10 20 0.0012 0.0001 0.0009 -0.0018 3.89 3.40 1.00 0.87 341
30 0.0016 0.0004 0.0035 0.0016 3.87 329 100 0.85 331

Comparisons with respect to the sampling methods: In columns corresponding to RE; and
RE,, we compare the performances of the ML and the MML estimators of R based on SRS
to the corresponding estimators of R based on RSS. It is clear from the values of RE; and
RE, that estimators based on RSS are much more efficient than the estimators based on
SRS. In other words, RE; and RE, values are much greater than 1 in all cases. It can also
be seen that the efficiencies of the ML and the MML estimators of R based on RSS increase
as the set sizes m, and my increase. However, the efficiencies of the corresponding

estimators of R are more or the less the same for different values of the cycles (ry, ry) and
the shape parameter p.

Comparisons with respect to the estimation methods: Columns corresponding to RE; and
RE, are used to compare the efficiencies of the ML and the MML estimators under SRS
and RSS, respectively. In case of SRS, it is clear from the column corresponding to RE;
that the efficiencies of the ML and the MML estimators of R are almost equal for all values
of the sample sizes (n, m) and the shape parameter p. In case of RSS, when the number of
cycles are equal to 1, i.e. ry, = ry, = 1, and the scale parameters are equal each other, i.e.
o, = 0, = 1, the MSEs of the ML and the MML estimators of R are very close to each
other. However, when the number of cycles increase, i.e. , =1, =5, and the scale
parameters are differ each other, i.e. ; = 1,0, = 2 and o, = 1,0, = 3, the ML estimator
of R is more efficient than the corresponding MML estimator, see the column
corresponding to RE,. These situations do not show difference with respect to the values
of the different shape parameters.
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Table 2. Biases of the ML and the MML estimators of R based on SRS and RSS and
the RE values when p =1.5.

Bias Relative Efficiency
r m q Ryysps Rumisrs Ruirss Rumirss REi RE2 REs REs REs
og=10,=1;, R=0.5

10 0.0003 0.0010 -0.0017 -0.0013 347 334 106 102 355

6 20 0.0037 0.0028 -0.0000 0.0002 3.10 2.98 1.07 1.03 3.20
30 -0.0018 -0.0008 0.0006 -0.0032 2.87 2.74 1.08 1.04 2.99

10 0.0012 0.0013 -0.0001 0.0001 4.30 4.03 105 0.98 4.24

1 8 20 0.0015 0.0014 -0.0004 -0.0005 4.10 3.82 1.06 0.99 4.06
30 -0.0014 -0.0013 0.0004 0.0006 4.07 3.84 1.06 1.00 4.09

10 0.0003 0.0004 0.0002 0.0003 530 495 1.04 097 5.16

10 20 -0.0006 -0.0004 0.0005 0.0005 5.20 4.82 1.05 0.97 5.08
30 -0.0007 -0.0008 -0.0011 -0.0010 4.82 4.36 1.05 0.95 4.61

10 0.0001 0.0001 -0.0003 -0.0001 288 284 101 1.00 2.88

6 20 0.0014 0.0014 -0.0004 -0.0007 3.18 3.14 1.01 1.00 3.19
30 0.0006 0.0007 0.0003 0.0001 280 288 101 105 2.94

10 0.0009 0.0009 0.0000 0.0000 4.30 4.16 1.01 097 421

5 8 20 0.0017 0.0016 -0.0003 -0.0003 3.62 3,51 1.01 0.98 3.55
30 0.0010 0.0010 0.0001 0.0002 4.29 422 1.01 0.99 4.27

10 0.0004 0.0004 0.0001 0.0002 5.07 489 1.00 0.97 493

10 20 0.0038 0.0038 0.0016 0.0014 4.61 4.35 1.01 0.95 4.40
30 0.0016 0.0016 -0.0001 0.0001 4.83 452 1.01 0.94 457

o,=1,0,=2; R=0.67

10 -0.0022 -0.0081 0.0143 0.0079 3.30 3.11 1.04 0.99 3.27

6 20 0.0210 0.0158 0.0151 0.0051 3.27 3.16 1.07 1.03 3.39
30 0.0160 0.0094 0.0304 0.0227 2.65 250 1.06 1.00 2.66

10 0.0109 0.0062 0.0095 0.0076 392 357 104 095 3.73

1 8 20 0.0128 0.0075 0.0119 0.0087 3.74 3.46 1.05 0.97 3.64
30 0.0109 0.0059 0.0152 0.0128 3.74 3.38 1.05 0.95 3.56

10 0.0081 0.0048 0.0060 0.0057 480 4.36 1.03 094 452

10 20 0.0110 0.0069 0.0081 0.0072 4,51 4.08 1.04 0.94 4.25
30 0.0131 0.0086 0.0123 0.0124 4.40 3.90 1.04 0.92 4.08

10 0.0031 0.0020 0.0025 -0.0044 289 269 100 094 271

6 20 0.0031 0.0017 0.0022 -0.0046 3.05 2.80 1.01 093 284
30 0.0052 0.0037 0.0042 -0.0066 2.60 2.44 1.01 0.95 2.48

10 0.0019 0.0011 0.0012 -0.0024 356 3.29 1.00 093 3.32

5 8 20 0.0020 0.0010 0.0011 -0.0035 352 3.20 1.00 0.91 3.23
30 0.0036 0.0023 0.0021 -0.0026 3.97 3.77 1.01 0.95 3.82

10 0.0014 0.0007 0.0007 -0.0005 4.79 448 100 093 451

10 20 0.0040 0.0031 0.0012 -0.0007 4.31 3.96 1.00 0.92 3.98
30 0.0034 0.0024 0.0026 0.0013 4.10 3.64 1.01 0.89 3.68
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Table 2. (continued).
Bias Relative Efficiency
r m q Ryysrs Rumisrs Ruirss Rumirss REi RE2 REs REs REs
o,=1,0,=3; R=0.75

10 0.0013 -0.0055 0.0270 0.0198 340 3.19 102 096 3.28
6 20 0.0196 0.0109 0.0213 0.0156 3.09 295 1.03 0.99 3.07
30 0.0326 0.0234 0.0271 0.0152 284 246 1.05 0.90 2.59
10 0.0159 0.0099 0.0128 0.0098 345 3.07 102 091 3.16
1 8 20 0.0154 0.0084 0.0124 0.0084 3.42 3.10 1.04 0.94 3.23
30 0.0188 0.0120 0.0161 0.0129 3.22 294 1.04 0.95 3.07
10 0.0115 0.0067 0.0075 0.0067 4.32 381 1.02 0.90 3.90
10 20 0.0129 0.0073 0.0099 0.0085 4.01 355 1.03 0.91 3.66
30 0.0156 0.0095 0.0136 0.0133 385 3.38 1.03 0.90 3.50
10 0.0046 0.0030 0.0037 -0.0058 258 2.17 100 0.84 219
6 20 0.0037 0.0018 0.0036 -0.0060 3.01 253 1.00 0.84 2.55
30 0.0055 0.0034 0.0063 -0.0084 244 2.09 1.01 0.86 2.11
10 0.0029 0.0017 0.0023 -0.0020 3.20 2.73 1.00 0.86 2.75
5 8 20 0.0030 0.0016 0.0036 -0.0032 3.16 2.76 1.00 0.88 2.78
30 0.0056 0.0040 0.0039 -0.0026 3.66 3.18 1.00 0.87 3.21
10 0.0035 0.0025 0.0014 -0.0007 4.12 359 1.00 0.87 361
10 20 0.0031 0.0020 0.0016 -0.0014 4.10 3.49 1.00 0.85 351
30 0.0033 0.0021 0.0029 0.0005 395 322 100 0.82 3.25

In column corresponding to REx, the performances of the MML estimator of R based RSS,
i.e. Rymr rss, and the ML estimator of R based on SRS, i.e. Ry srs, are compared. The
reason of why we make this comparison is that to determine the more efficient estimator.
It is clear that Ry rss provides explicit solution for the system reliability R. However,
Ry srs is obtained iteratively. It can be seen that Ry rss is significantly more efficient
than the Ry, srs in all cases.

Comparisons with respect to proportion of censoring: From the simulation study, we show
that when the proportion of censoring q increases the estimators of R lose their efficiencies
forry, = ry = 1 and in all set sizes as expected. Also, it should be noted that the MSEs of
the estimators increase as the proportion of censoring q increases when the number of

cycles change but the set sizes stay the same. However, we don’t reproduce the values of
MSEs in Tables 1-3 for the sake of brevity.
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Table 3. Table 2. Biases of the ML and the MML estimators of R based on SRS and
RSS and the RE values when p =2.5.

Bias Relative Efficiency

r m q Rupsrs Rummisrs Rmirss Rumirss REr RE2 REs REs REs

0'1:1,0'2:1; R =05

10 -0.0084 -0.0085 -0.0002 -0.0004 3.32 3.18 1.07 1.03 3.44
6 20 -0.0255 -0.0235 -0.0046 -0.0031 3.23 3.13 1.08 1.05 3.40
30 0.0060 0.0056 0.0026 0.0020 3.08 296 1.08 1.04 321

10 -0.0007 -0.0010 -0.0001  -0.0001 4.24 3.99 1.05 0.99 4.21
1 8 20 -0.0003 -0.0001 0.0009 0.0011 415 394 106 1.00 4.18
30 0.0026 0.0023  0.0006 0.0007 395 3.71 1.06 1.00 3.96

10 0.0019 0.0020 -0.0003 -0.0005 5.22 491 1.04 098 512
10 20 0.0003 0.0002 0.0000 -0.0001 5.11 4.74 1.05 097 4.98
30 -0.0017 -0.0016 0.0005 0.0005 479 431 105 0.95 4.57

10 0.0017 0.0017  0.0006 0.0007 291 285 1.01 099 289
6 20 -0.0007 -0.0007 -0.0015 -0.0012 346 3.42 101 1.00 3.48
30 -0.0013 -0.0013 -0.0003 -0.0001 2.79 2.85 1.02 1.04 2.90

10 -0.0017 -0.0018 -0.0002 -0.0003 4.08 3.96 1.01 0.97 4.00
5 8 20 0.0018 0.0018 -0.0011 -0.0010 353 3.46 1.01 099 351
30 0.0001 0.0002 -0.0002 0.0001 441 436 101 1.00 4.43

10 -0.0013 -0.0014 -0.0004  -0.0003 4.87 4.69 1.01 097 4.75
10 20 -0.0013 -0.0013 -0.0000 0.0000 498 483 101 0.97 4.88
30 -0.0020 -0.0020 0.0001 -0.0001 440 4.05 1.01 0.93 4.10

gy = 1,0-2 = 2, R = 0.67

10 0.0077 0.0021 0.0172 0.0131 3.09 289 105 098 3.05
6 20 0.0113 0.0055 0.0154 0.0105 3.02 280 1.06 0.98 2.98
30 0.0091 0.0026  0.0334 0.0244 291 285 1.07 1.05 3.06

10 0.0103 0.0058  0.0096 0.0073 396 3.67 1.04 096 3.83
1 8 20 0.0115 0.0064 0.0125 0.0096 3.88 355 1.05 096 3.75
30 0.0165 0.0111 0.0145 0.0110 3.77 340 1.05 0.95 358

10 0.0096 0.0061 0.0063 0.0056 469 427 103 094 4.42
10 20 0.0129 0.0085 0.0076 0.0067 461 416 104 094 4.34
30 0.0119 0.0072 0.0114 0.0117 448 395 104 092 414

10 0.0021 0.0010 0.0034 -0.0037 2.68 252 1.01 095 255
6 20 0.0039 0.0024 0.0026 -0.0042 3.08 282 1.01 092 2.86
30 0.0040 0.0024 0.0054 -0.0051 2.80 2.68 1.01 0.97 2.72

10 0.0037 0.0028 0.0024 -0.0009 4.01 3.67 1.01 092 3.71
5 8 20 0.0024 0.0014 0.0027 -0.0017 375 3.50 1.00 0.94 3.54
30 0.0050 0.0039 0.0023 -0.0025 4.18 3.82 1.01 0.92 3.87

10 0.0043 0.0035 0.0012 0.0002 414 385 100 0.93 3.88
10 20 0.0007 -0.0000 0.0026 0.0005 482 441 100 0.92 4.44
30 0.0022 0.0012 0.0023 0.0006 445 389 100 0.88 3.93
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Table 3. (continued).

Bias Relative Efficiency

r m q Ruirses Rumisrs Bumirss Rumirss RE1 REz REs REs REs

01 = 1,0-2 = 3, R =0.75

10 0.0133 0.0069 0.0213 0.0139 290 2.72 1.05 0.98 2.87

6 20 0.0168 0.0097 0.0160 0.0075 2.85 2.73 1.02 0.98 2.80
30 0.0043 -0.0037 0.0397 0.0248 254 253 1.04 1.04 2.65

10 0.0125 0.0066  0.0112 0.0078 3.60 3.26 1.02 0.93 3.35

1 8 20 0.0134 0.0067 0.0161 0.0110 354 3.22 1.03 0.93 3.33
30 0.0106 0.0038 0.0149 0.0100  3.29 3.07 1.04 0.97 3.20

10 0.0099 0.0053 0.0078 0.0071  4.43 3.93 1.02 0.90 4.01

10 20 0.0118 0.0063 0.0106 0.0093 4.06 3.65 1.02 092 3.74
30 0.0153 0.0092 0.0136 0.0134 393 341 1.03 0.89 351

10 0.0025 0.0010 0.0030 -0.0062 2.66 2.26 1.00 0.85 2.27

6 20 0.00583 0.0035 0.0035 -0.0063 2.84 245 101 0.87 248
30 0.0064 0.0044 0.0053 -0.0093 239 2.00 1.01 0.84 2.03

10 0.0023 0.0012  0.0020 -0.0028 3.39 291 1.00 0.86 2.92

5 8 20 0.0032 0.0018 0.0046 -0.0022 3.03 2.60 1.00 0.86 2.62
30 0.0045 0.0030 0.0031 -0.0035 3.60 3.12 1.01 0.87 3.15

10 0.0012 0.0003 0.0014  -0.0006 4.42 3.77 1.00 0.85 3.79

10 20 0.0022 0.0011 0.0025 -0.0004 3.81 3.39 1.00 0.89 341
30 0.0059 0.0047 0.0033 0.0013 3.88 3.22 1.00 0.83 3.25

5. Real Data Applications

In this section, we analyze two different data sets. First one is the strength data taken from
the literature and the other one is the wind speed data obtained from the Turkish State
Meteorological Service. The first data set is widely used in the engineering literature in the
context of reliability studies and the second data set is very popular among the people
working in the area of renewable energy.

5.1 Strength data

Here, we reanalyze the widely used strength data taken from the literature (Badar and
Priest, 1982 and Ghitany et al., 2015) by using the methodologies presented in this study.
Strength data is about the strength measured in GPA for single carbon fibers, and
impregnated 1000 carbon fiber tows.

Single fibers were tested under tension at gauge lengths of 20 mm (Data Set 1) and 50 mm
(Data Set 2) for the sample sizes 69 and 65, respectively.

To identify the distribution of the strength data, we use the Q-Q plot technique. Q-Q plots
indicate that the Weibull distribution beautifully models the both data sets, see Figure 1.

We first consider the strength data (for both 20 mm and 50 mm) mentioned above as

populations of interest. Then, we randomly draw samples from these populations via the
SRS and the RSS techniques.
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SRS Technique: We randomly select 21 observations from each of the data sets
corresponding to the gauge lengths of 20 mm (X) and 50 mm (Y).

RSS Technique: To estimate the system reliability R, we select RSS sample with the set
sizes m,, = m,, =3 and the number of cycles r, =, =7. In this technique, we need
mir, = mir, =63 observations to obtain samples. However, we only use m,n, =
myr, =21 of them for both the data sets corresponding to the gauge lengths of 20 mm (X)
and 50 mm (Y).
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Figure 1. Weibull Q-Q plots of gauge lengths of 20 mm (a) and 50 mm (b) data

Therefore, the sample sizes for the SRS and the RSS techniques become 21 for each of the
data sets, i.e. n = m =21. They are given in Table 4 and 5, respectively.

Table 4. Gauge lengths of 20 mm and 50 mm based on SRS, n = m =21

Data set 1 Data set 2
(Gauge lengths of 20 mm) | (Gauge lengths of 50 mm)
1.479 1.552 1.803 1.339 1.549 1.589
1.966 1.997  2.006 1.613 1.746 1.807
2.098 2.24 2.27 1.852 2.019  2.055
2.272 2426 2566 | 2.058 2162 2.171
2.642 2773  2.818 | 2.335 2.386  2.471
2.821 2.88  2.954* | 2558 2.633* 2.67*
3.012* 3.067* 3.233* | 2.699* 2.785* 3.116*
*: Censored observations

In the context of censoring, we assume that the sampling units which are greater than 2.90
and 2.61 are censored for X and Y samples, respectively. It is clear from Table 4 and 5 that
censored observations are equal to 19% of the samples represented by X and Y for both the
SRS and the RSS samples.
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Table 5. Gauge lengths of 20 mm and 50 mm based on RSS, m, =m, =3 andr, =

ry, =7
Data set 1 Data set 2
(Gauge lengths of 20 mm) (Gauge lengths of 50 mm)
Set Set
Cycle 1 2 3 Cycle 1 2 3

1 1.865  2.642 3.433*
2 1.7 2.848  2.301
3 2098 2478 3.128*
4 2.27 2.684  3.233*
5 1.479 2809  2.554
6
7

1.807  2.051  2.299
1549  1.852  2.62*
2055 2431 3.174*
1974  3.02*  2.67*
2171 2601 2514
2577 2272 2125
1.812 1.764  2.604

1.314 2.24 3.585*
2.027 2.773 2.586
*: Censored observations

~No ok owhN -

We then compute the ML and the MML estimates of the system reliability R based on SRS
and RSS techniques. By using bootstrap method, we compare the efficiencies of ML and
MML estimators of R based on SRS and RSS. In view of SRS, we use the methodology
proposed by Efron (1982). Moreover, in the context of RSS, we use the bootstrap RSS by
rows method originated by Modarres et al. (2006) for the bootstrap standard error (BSE)
and bootstrap confidence interval (BCI) of R. Here, let B be the number of bootstrap
replications, R* be the bootstrap estimates of R and R* = (1/B) B , R*, then the BSE is

calculated as shown below
1/2

B
1 o
BSE = {ﬁZ(R* - R*)Z} . (34)

After ranking R, ..., R from the smallest to the largest, i.e., (R{y), ..., R{g)), we construct
approximate 100(1 — )% BCI of R as given

(R?(a/zm)' ﬁﬁl—a/zm))- (35)

The ML and the MML estimates of R with the BSEs and the corresponding 95% BCls of
R based on SRS and RSS are given in Table 6.

Table 6. The ML and the MML estimates of R for right censored strength data

RML,SRS RMML,SRS RML,RSS RMML,RSS

0.3738 0.3739 0.3849 0.3839

(0.0872)* (0.0747)* (0.0532)* (0.0587)*
(0.2322,0.5659)**  (0.2457,0.5377)** (0.2873,0.4966)** (0.2795,0.5092)**

*: BSE

**: BCI

It is clear that the BSE values based on RSS are smaller than the BSE values based on SRS.
Also, the length of the BCls based on RSS are shorter than the corresponding BCls based
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on SRS. Therefore, the estimates based on RSS are more reliable than the estimates based
on SRS as expected from the simulation results given earlier. The estimate of P(X <Y),
based on right censored data, is approximately .38, i.e., P(X > Y) is .62. It indicates that
the single carbon fibres with length 20 mm are stronger than the single carbon fibres with
length 50 mm.

5.2 Wind speed data

In this real life application, we use hourly wind speed data (m/s) obtained from Bursa and
Eskisehir, Turkey during the spring of 2009 to make an implementation of proposed
methods. To do this, 1933 observations were taken for each of the wind speed data (i.e.,
Bursa and Eskisehir) at the heights of 10m. These data sets were obtained from the Turkish
State Meteorological Service, see also Arslan et al. (2017).

Basically, the stress-strength model bases on the idea of the probability of X less than Y.
Here, our aim is to estimate the probability of the wind speed of Bursa (X) is less than the
wind speed of Eskisehir (Y), in other words, P(X < Y). Before starting to analyze the data
set, we first ensure that Weibull distribution provides good fit for the wind speed data
obtained from Bursa and Eskisehir (i.e., X and Y). Under the assumption of equal shape
parameter, p is estimated to be 1.6771. Based on this value of p, the scale parameters
corresponding to the data sets X and Y are obtained to be o; = 4.3463 and o, = 7.3858,
respectively.

Similar to first application, we treat the wind speed data of Bursa and Eskisehir as the
populations of interests. Then, we select SRS and RSS samples from these data sets. In the
context of RSS, we select samples with the set sizes m,, = m,, =8 and the number of cycles
1, = 1, =5 then we obtain the sample sizes as n = m =40. Sample sizes of SRS samples
are also n = m =40. Then, we draw the Q-Q plots of the wind speed data for both Bursa
(X) and Eskisehir (Y) and also we draw the plot of the empirical cdf against the fitted cdf,
see Figure 2 and 3.
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Figure 2a. Diagnostic plots for the wind speed data obtained from Bursa based on SRS
Figure 2b. Diagnostic plots for the wind speed data obtained from Eskisehir based on SRS
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Figure 3a. Diagnostic plots for the wind speed data obtained from Bursa based on RSS
Figure 3b. Diagnostic plots for the wind speed data obtained from Eskisehir based on RSS
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Under the assumption of right censoring, we suppose that the observations which are
greater than 4 and 5 are censored for the samples X and Y, respectively. Censored
observations are almost 12.5% of the complete samples. Similar to subsection 5.1, the
resulting ML and MML estimates of R based on SRS and RSS are given in Table 7.

Table 7. The ML and the MML estimates of R for right censored wind speed data

RML,SRS RMML,SRS RML,RSS RMML,RSS

0.6068 0.6052 0.6460 0.6453

(0.0569)* (0.0526)* (0.0210)* (0.0204)*
(0.4878,0.7133)**  (0.4965,0.7044)** (0.6056,0.6877)** (0.6068,0.6855)**

*: BSE

**: BCI

It is clear form Table 7, BSEs of the ML and the MML estimators of R based on RSS is
less than the corresponding estimators of R based on SRS. The length of BCIs based on
RSS are much more smaller than the length of BCls based on SRS. These results are in
agreement with the results of first application. The estimate of P(X < Y), based on right
censored data, is greater than .60. It implies that the wind speed for Bursa is less than the
wind speed for Eskisehir during the spring of 2009.

6. Conclusions

Based on type-1I right censored SRS and RSS data, we derive the estimators of R =
P(X < Y) when the distributions of both the stress and the strength are Weibull with the
different scale and the same shape parameters. In the estimation procedure, we use the ML
and the MML methodologies. An extensive Monte-Carlo simulation study and empirical
studies using two real data sets have been done to compare the efficiencies of the estimators
of system reliability R. Simulation results show that the most efficient estimator of R is the
ML estimator based on RSS as expected. It is followed by the MML estimator based on
RSS. We see that the estimators based on SRS are the least efficient among the all
estimators. Therefore, the ML estimator of R based on RSS can be used when our interest
is efficiency especially when the scale parameters are not equal, i.e., g; # g,. On the other
hand, if our focus is to obtain the explicit and the efficient estimator of R, we suggest to
use the MML estimator based on RSS when the scale parameters ; = 0, = 1 and the set
sizes m, and m,, are small or moderate (i.e., 6 or 8).

Appendix: Modified likelihood equations based on RSS

Tx My

dlnL* 1
d - __z Z S(i)c[(ailic - :BILicZ(i)C) +(i - 1)(051211'5 - :Bgicz(i)c)
H1 n c=1i=1
- (mx - i)(agic + ﬁ?icz(i)c)]
" Ty My
+ EZ Z(l - 5(i)c) (a};ic + :Bricz(i)c) =0,
c=11i=1
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