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Abstract

The present article offers more efficient imputation based estimators of the population mean under the
framework of two-phase sampling in presence of an auxiliary variable. The theoretical conditions stating
superiority of the proposed estimators, over some prevalent existing competitive estimators, in terms of
relative efficiency is established by numerical illustrations based on three different data sets from the
classical statistical literature.
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1. Introduction

Sampling units may refuse to participate in the sample study or may not answer some
items inthe questionnaire, or the investigators are not able to contact all the selected
sampling units, or unforeseen factors may accidently cause loss of some collected
information leading to incomplete survey response. Operationally, a value is identified as
‘missing’ for a variable, if a meaningful value for the specific analysis to be performed is
hidden (Raghunathan, 2016). For example, some survey response options labeled as
‘don’t know’ or ‘none of the above’ in situations from demography, pathology, election
or any other sample survey, may be treated as a missing value in context of an analysis.
The nature and quantum of missing cases/ items in response variable determines the
population size of the corresponding auxiliary variable. For example, missing
demographic, pathological or other data corresponding to a drop-out respondent is
recorded under ‘missing’. However, the same information corresponding to a subject who
has died after a certain stage would not be classified as missing for the purpose of
analysis and therefore is not to be imputed. Imputation comprises of replacing the actual
missing values in the sample with a plausible set of values, to make-up a complete single
data set. Two possible consequences of analysis based on the incomplete data or amputed
data are loss of efficiency and bias.

Missing data mechanism involves formalizing conditional relationship between missing
and the observed values. A response variable which is partially observed consists of the
observed value on the subjects who provided information and the unobserved values on
the subjects who did not provide information. The latter are regarded as Missing
Completely At Random (MCAR), if every sample subject has the same chance of
responding. In other words, distribution of the response variable is identical for the
respondents as well as for the non-respondents. The observed sample data are
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representative of the population though some data is lost through the non-responding
units. The present article proposes new improved class of estimators for the population
mean of the study variable under the two-phase sampling scheme framework, in the
presence of a highly positively correlated auxiliary variable, implicitly assuming MCAR.
Two-phase sampling design is more useful, powerful and economical as compared to the
simple random sampling without replacement (SRSWOR) when the population mean of
the auxiliary variable is unknown, at the start of the survey sampling. The present article
considers population mean of the auxiliary variable to be unknown in advance. Samples
for each phase are selected through SRSWOR and a modification of combined
exponential ratio and product type estimators are proposed for imputing missing data in
practice. Expressions for Bias, Mean Square Error and minimum Mean Square Error
corresponding to the proposed estimators are derived. The expressions for Bias and
M.S.E. are in fact equal to infinite Taylor series involving the terms which are functions
of a variable. These functions are approximated to varying degrees by the partial sums of

these series. For large sample size,o(n’l) are negligible, therefore, in the present paper

first order approximation are considered. Theoretical and Empirical efficiency
comparisons are carried out which shows that the proposed classes of estimators are more
efficient than the existing estimators.

2. Notations

Let Q= {1,2,..., N} be a finite population of size N and the character under study be y. A

large preliminary simple random sample (without replacement) S of size n' is drawn
from the population Q and a secondary sample S of size n (n < n') is drawn either as: a

sub-sample from preliminary large sample S (denoted by design-I) or as independent to
sample S’ (denoted by design-11) without replacing S . The number of responding units

in the sample of size nbe denoted byr(r< n). For every unit i€ Rthe value Y;is
observed, but for unitsi e R, the value Yy, values are missing and imputed values are
derived. The i"value x, of auxiliary variate is used as a source of imputation for missing
data whenieR'. For S, the data x; ={x :i €S} and fori ', the data {xi. eS| are

assumed to be known with mean x = (n)‘lzn: x.and x = (n')‘li X respectively.
i=1 i'=1

Remark 1: Consider e =(ﬁ—1j, e, :(X—_f—lj, €, =[X—_”—1j and e, = X:—l using
Y X X X

the concept of two-phase sampling and the mechanism of MCAR, for given r,nand n’.
We have:

(1) Under design-I

E(e?)=5C% E(2)=5,C?; El?)=5,C E(e2)=5,C?; E(ee,)=6,C,C,;
E(ele3):52p Cny; E(eﬁé): 9,0C, C,; E(eze3)=52 C>2< , E(eze:ﬂ,)=53 Cf ;

E(ese;?»): O; Cf ;
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(i) Under design-11

E(e,)=E(e,)=E(e,)=E(e,)=0; E(e?)=5,C% E(e2)=6,C; Ee?)=5,C%
E(e?)=5,C?; Eee,)=6,0C,C,; E(eg;,)=6,0C,C,; Elee;)=0; E(e,e,) =5, CZ;
E(eze;): 0; E(eseg): 0

were 52 2)s 5, (2L (2-2) (2o 1)

)
n N-n

3. Reviewing Existing Imputation Methods and Corresponding Estimators

y

Some commonly adopted estimators for imputing unknown data values under non-
. . -th .
response sample survey are summarized in Table 1. Assume y; denotes i" available

observation for the jth imputation strategy.

Table 1: Some well-known imputation methods when 1 € R

Imputation strategies | Point estimator | Bias M.S.E.
(yji;j:L....G) of Y
2| - 1 - — ,
= yr Tmz_zyizyr V(Tm)zélsy
% r ieR
s

B(TF;)I :Y_(51 _53) M(TRI)l :[5185 +(51_53)

cz-pc,c,] (R?s? -2RpS,s, )|

B(T. ), =Y&
y X (X ( R)“ ) M(Té)llz [5485 "’(53 +54)R2 sz
-1 L‘T_ fl} Te = y{)_(—rj cz-pc,c,] ~2R6, pS,S, |
and and and and
y v (X B(TFI’)I :Y_(51 _53) M(TPI )I :[5185 +(51 _53)
1-f) [7(__ fl} Te = yr(?j PCC, (RS2 +2RpS,sS, )|

B(T, ), =V[6.C2 | M(r,),= 552 +(5+6,)Res?

+5,pC,C, ] +25,RpS,S, |

Ratio, Product estimators
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B(T )

B(T.. ),

and

. ;[(35 - 26,2

~4(s,-5,)oC,C,|

oo ]

~45,pCC,]

M(T,,

1
) -Los:

+GR'S: +4(5,-6,)RpS S,

M ()

1
n= Z [45485

+(8,+8,)R°S? —45, RpS, S, |

and

M(T. ),

1
:Z[4515y2

) {exr)(; ;j—fi . exp(x ¢\ -4pC,C,] +(5,-5,\R?S? +4RpS,S, )
o ' X +X -
— r , . 1
§ B(Tep)u ; [(53_54)sz M(TeP )u 21[45485
3 +40,0C,C,] +(8,+6,)R?S? +48,RpS,3, |
5
o
B(Ten ), =Y (5, -6,) | M(Te), =[6.:5% +4(5, -6.)
pcz-2pc,c,] | (RS-Ros,s,)]
: _Vrf ) ); fl} T =y, i B{T.. ), = ¥[8, +35, )7 M(Tee)y =082
R -26,C,C,] +4(5,+5,)R*S? ~45,RpS, S,
and and and
and _ g2
_ _9 -FCP =Y, irz . — ) 2
- Y, X; ; :| X B(TCP)| =Y(51 —53) M(TCP)I _[518y
o — 1
8 (L-f,)[x? [Cf—zpcycx] +4(5, -5, R?S2 +RpS, S, )
5 B(T., ), = ¥|(35,+4, )2 | 2
§ +254,0C C ] M(TCP)II :[54Sy
ks a
¥

+4(5,+6,)R?S? +45,RpS,S, |

4. Proposed Imputation Methods and their Properties

Let y'ji denote the i™ available observation for the " imputation method.

642
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The first proposed method:
Y, if ieR

Lo Yo ﬁHz [)_(—J exp[%_(—)_f%j} ] if ieR @

Using above, the imputation-based estimator of population mean Y is:
- - ) (8% -%) .
T =y|2-|= r :
e y{ ()_( ] exp[mﬂ where (a,é) are suitable chosen scalars (2)

r

Theorem 4.1:0.

The estimator, Bias, M.S.E and minimum M.S.E. of im in terms of e;,e, and e, under
design-I and design-Ilare obtained as

T =\7[1+ e, + 20 +6 {4e2 —4e +2(2a+ )k,
+dee, —dee —(2a+5+2k —(2a+5-2)? ] @3)

_ _2a+8

B(Tw) )I — Y “8+ (6, -8, N(ea+5+2)ct +4pC, C,) )

BT ) =V 22 2a+5-2)6, + (20 + 5 +2)6,)C% ~ 45,pC, C, ] 5
Ya,8) /| - 8 a 3 o 4)™x 4P y X ( )
_ 2a+6

M (TM )I =[5ls§ Jr%(é1 —53)((2a+5)stf +4RpS, s)} (6)

M(fl('am )" =[54s§ + 2“4+5((2a+5)(53 +5,)R?SZ +4R5,pS, s)} @)

. 205

and [M (le) ).] —[6, - (6, - 5,)p*J52 when 20+ 5 =- - ®)
— ] 20 oS

[M (TW )" ] :[54 ~5%(8, +6,) pz]sj when 2¢ + 5 =- 5 +454) RSi 9)
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Table2: MLS.E’s of suggested estimator T for various parametric settings of
«,s under design | and 11

£ £
=4 % M.S.E. g M.S.E.
£ 3 8
524 2t0 s =520, + 5)R’S? +4R0S, S,
| 6,57 + (5, -8, YRS +2RpS, S, )| RCAVER IR A R e b
o
T | [5.52 +ealal(s, +5,)R?S? +2R5,pS, S )| | & [;c:, 2m+0
| o | 4y 37T % x 4P 9y Ox |68+ ((20{0+5)(53+§4)R255+4R54p3ysx)}
3 3| L
| 5,2 +i(5l — 5, R?S? +4RpS, sx)} {5185 Jr%((s1 ~5,Y3,R?S? +4RpS, sx)}
S
I _
UO'\ [ 2 5 2g2 OO" 2 50 202
n| e 548y+z(5(§3+54)R S? +4R5,pS, S, ) = 548y+Z(§0(53+§4)R S?+4R5,0S,S,)
3| L 3| L
(2 2044
! 5,52 +01,(8, - 6, N, R?S? + 2RpS, S, | a5+ = 00 a O RS; +4Rp8y8x)}
_ I
'S ol .
| 8| 6,52 +alay(8,+6,)R?? +2R5,p5, S, )| v 5455+2a15°((2a+50)(53+5A)R285+4R§4p3ySX)}
1 L
3 3

To illustrate the general results, a particular case of the proposed class of estimators Tl'(a 5

is taken letting (a,5)= (1,1)in (2), an estimator of population mean is

(i)
o Xr + r

Putting (e, 5)=(1,1) in (4) to (7), the bias and M.S.E. of T under design-1 and design-
I1 to the first degree of approximation, respectively is obtained as

X[ X
X[ X

B(T{(l,l) ) = —\7%(51 ~6,5C2 +4pC,C,) B(Tl'u,l) ) =Y g[{as +58,]C? —45,pC, c.]
M., ) = [5155 +%(51 ~5,)3R®S? + 4RpS, SX)};

M) = {5485 +§(3(53 +5,)R?S? +4R5,pS, sx)}
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The second proposed method:

Yi if ieR
S SO T PR

Using above, the imputation-based estimator of population mean Y is:

LI :9{2—( ] exp (%‘(XT_;T)H where (a,5) are suitable chosen scalars. (12)

I | I,

Theorem 4.2:

The estimator, Bias, M.S.E. and minimum M.S.E. of 172(5) in terms of e ,e, and e, under
design-I and design-I1 upto first order of approximation are given by

T, = \7[1+ e, + 2240 Lo _se +2(2a+5)se]

+dee, —dee —(2a+5+2)7 —(2a+5-2)? ] (13)
BT )I - V205, s M2a+5+2)C7 —4pC,C,) (14)
Bf ) = 2“; Oliear+5-2)6, + a+5+2)6, )0 ~45,0C,C,]  (15)
M) = [5155 +”“f:5(52 ~5, (2 +5)R?S? +4RpS, s)} (16)
M) =[54s§ + 2240 (244 )5, + 6, )R?S? +4RG,pS, s)} (17)
and (T )] =l -(5, - 50?57 when 20+ 5=- e (18)
M) ] —[s, —62(5, + 5,y p?}5? when 20+ 5= —ﬁ%i (19)
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Table3: M.S.E’s of Suggested estimator T for various parametric settings of
«,s under design | and 11

5 § MSE. § M.S.E.
gl 8 3
| [, 2,46
_| lss+alo,-5,JoR?S? +2RpS, 5, | o 5185+a°+(52—53)<(2a0+5)RZSf+4RpSySX)}
b s
TR - L1 o 240 22
(6,52 +ala(s, + 0, R?S? + 2R5,p5, S, ) 68+ S0 o +8Yo, + 0 RS 440005,
| - -
5,52 +§(52 — 5, \R?S? +4RpS, s)} 57 +54°(52 - 5,\0,RS? +4RpS, sx)}
S S|
1 % r S % r 5
5,8 7(5(53 +6,)RS? +4R3,pS, s)} S| (o +TO(5°(53 +6,R?S% +4R8,pS, s)}
i Ll
| 20496,
- [5135+a0(52—53)(a0stf+2Rpsysx)] 532 25, - 5,)(2a + 6, )R?S? + 4RpS, s)}
B S =
I - LT 20+8,
S | 8,87+ (2 + 6, ), + 5, )R?S?)
L 6,57+ ay oy (6, +6, RS2 +2R8,08, 5. )| | S|t
+4R5,pS, S, |

To illustrate the general results, a particular case of the proposed class of estimators Tz'(a ;

with its properties is considered. Putting(a,é)z(l,l)in (12), an estimator of population
mean is

T . =Y.|2- { Jexp{ i H (20)
' X, X +X

Let(a,é)z(l,l) in (14) to (17), then the bias and M.S.E. of fz'(m under design-1 and
design-I1 to the first degree of approximation, respectively is obtained as

XI X

BT, )I _ Y 3(52 ~5,)6¢2 -4pC, C, ):B(T | )II _y g[{&s +58,)CZ —45,pC, C,]

m(T.,, ) = [582 4(5 _s, 3RSZ+4RpSS)} m(T,, ) [552 4(3(5 +5)RSZ+4R5pSS)}
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The third proposed method is
Y, if ieR

3.V =1 Y, (Y (sx X)) N
=y {2 3 (5 fl} L

Using above, the imputation-based estimator of population mean Y is:

o= X\ [ &% -%)
Ty = Ye| 2~ < ) &P 7—” X where (2, 8)are suitable chosen scalars.
(22)

Theorem 4.3:

The estimator, Bias, M.S.E. and minimum M.S.E. of T in terms of e,,e, and e, under
design-I and design-I1 upto first order of approximation are obtainable as

=Y [1+ e + 2% +0 {ae’ —4e, +2(2a+5)k,e’
e, +4ee —(2a+5-2)87 +(2+2a+5)k? (23)

B(T. - )I _y 2“8+ 95,5, M2+ 6-2)C? +4pC, C,) (24)

B(T‘3 - )“ S 2“8+ d [(ea+5-2)5, + (20 + 5 +2)5,)C? +45,pC, C,] (25)

M )I _ {5135 + 2037”(5l ~5, )20+ O)R?SZ ~4RpS, sx)} (26)
= ., 20+0 )

M ) = [(xsy + =252 (2 + 5)6, + 5, R™S] ~4R0,pS, sx)} @7)
T 2|e2 Zps

M (Tgw) ) ] —[6,-(6,-5,)p*]s>  when2a+5= g (28)
—. 5, 2p5

M., ), ] o, - 6. "pils: when2a+6= @TAQKXV (29)
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Table 4: M.S.E’s of suggested estimator iw) for various parametric settings of
«,s under design I and 11

g 2
s | £|MsE S | MSE.
2 S 2
[a) ®) 8
| 2 _ 2Q2 _
[5].8)/ +a(§1 53XaR Sx 4RIOSY SX)] 582 20{0+5 5 5X2a0+5 ZSZ 4RIDS S ):|
P <,
&L St
1 =) 2 22 Il
6,52 +ala(s, +5,R?S2 -4R5,p8,8,)| | = 552 2“°+5((2a0+5)(5 +8,R’S2-4R8,pS, S )}
| S r
[5155 +2 0 -5, )R°S? - 4RpS, sx)} 2| a8 +%(5l -5, Y3,R?S? ~4RpS, sx)}
4°] L
=) B
I S Tl
[55 +2 (5(5 +3,)R?S?—4R5,pS, S )} 3 §ASYZ+(Z)(50(53+54)R28X2—4R54p8ySX)}
I 20+ 6,
o | [652+a,(5, -5, o,R*S? — 4RpS, S, ) 582 8% (5, 6,2+ 6, RS2~ 4RpS, s)}
5 i
o I
T 3 [ 20+ 6,
S| |os2+ 20+ 5,)8,+5,R’S? — 4RS, ss}
8| [5.52+ (a0, +6,R?S?-4R5,08, S, )| 08 = e a)erea) 5,3,

To illustrate the general result, a particular case of the proposed class of estimators Tsl(a_ 5)
is considered. Putting («,5)=(L1)in (22), an estimator of population mean is considered

il

Let (@,6)=(L1) in (24) to (27), we get the bias and M.S.E. of T , under design-1 and
design-I1 to the first degree of approximation, respectively as

3

B(T3(11) =-Y= 8 5 2 )(Cz +4pC,C ) (Ta(u)) —Y_g[(54 +553)Cf +46,pC, CX]

M(T,, ) = {532 2(51 ~5,Y3R?S? — 4RpS, sx)} ;

M (T3(1,1))| = |:5 82 ‘31(3(53 + 54 )RZSXZ _454R,08y SX):|
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The fourth proposed method is
Y, if ieR

4. You = ﬁ {2—{[%)aexp{%_j"%g}}—fi if ieR (31)

Using above, the imputation-based estimator of population mean Y is:

-F' N 2 )_(n ‘ 5()_(n_)_() H
o =Y 27| 5| P T x) [[ | where (e,5) are suitable chosen scalars.

(32)

Theorem 4.4:

The estimator, Bias, M.S.E. and minimum M.S.E. of T4 .o N terms of e, e, and e,

(
under design-I and design-I1 upto first order of approximation are given as

'ITA'(Q‘J) = \7[1+ e, + 20+ {4e'3 —4e, +2(2a +5)k.e,
—dee, +4ee, —(2a+5 -2 —(2+2a+ 5| (33)
BT, ) =¥ 222 (s, ~ 5 f(ea+5-2)c: +4pC,C,) (34)
—. —200+0 )
BT, ) =¥ - [(2a+ 5 -2)6, + (20 + 5 +2)3,1C7 + 46,pC, C, ] (35)
m(T,, ) - [5135 + #(&Z ~5)(2a+ 5)R*S? ~ 4RpS, sx)} (36)
M., ) = {5455 ; 2“4+ 9 (2 +5)6, + 8,R*S? — 4R5,pS, sx)} (37)
= 2]e2 2 Sv
and [l\/l (TAW) )| ]min =[6,-(6,-8,)0’J5]  when2a+5= RPS (38
= 2 1 2 o S
M) ] _[5,-5.2(6,+8,) p? 7 when2g s - T (39)
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Table5:  M.S.E’s of suggested estimator T, ~ for various parametric settings of
«,s under design I and 11
& ;c M.S.E. § M.S.E.
gl 4 S
_ 2y 15 i
! [6.52 + (s, - 5, oR?S? - 2RpS, S, | | 88+ (6, -6 M(2a + SRS ~4RpS, S,
o ]
Ll 1
20,+0
| 5,52+ alals,+ 0, RS2 -2R,ps, 8, )| | | |6+ T (20 + 516, + 8RS -4R5pS,
552495 5, OR?S2~4RpS, S, ) 55740 5,)0,R?S2 ~4RpS, S, )
l 1y+22_3 x TARpPOy 9 (g 1y+Z(2_30 x TARp Oy 9y
L Lt
s
[
: s ST 5
I 9 532 4((5 +8,R*S? —~4R3,pS, s)} 5485+:(50(53+55)R235—4R55pSySX)}
2 2q2 [
| .57 + (6, - 8. JtoR?S? - 2RpS, 8, 552+ 2270 (5,5 \(2a+ 8, RS -4RpS, s)}
~
) &
2 242 g 2 20!+(5 )
][ raolals, + o RS -2R0p8, 8, 5,81+ 0 (2a 6,0, + 6, P2 ~4R0pS, S,

To illustrate the general result, a particular case of the proposed class of estimators T4( o)
is considered. Putting («,8)=(11) in (32), an estimator of population mean is

oSl

Putting (e,6)=(L1) in (34) to (37), the bias and M.S.E. of T

X[
I | >

+

n

i

(40)

under design-I and

4(1,1)

design-11 to the first degree of approximation, respectively is given as:

M (thlu,l) )| :|:5185 +%(52 _53)(3R285 —4RpS, SX)}

- 3
M (T“(l‘l) )u - |:5“Sy2 + 2(3(53 + 55 )stxz - 455 R,OSy SX)}

650

3

8T, ) =¥ 6.5, \cz+4pc,C); BT, ) =¥ g[(55 +56,)C2 +45,0C,C,]
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5. Comparison of Estimators

Conditions for superiority among the proposed class of estimators are described as under

(for proof, see Appendix I1):

Table 6: Efficiency Comparisons within Proposed estimators

Mlnlm.um M.S.E. I\/!o.re Condition Condition
(Estimators) Efficient . .
than Under design | Under design 11
_I_, 2(a,5) N>T  whichis E > A
Ya.5) T always true. r
4(a,s)
T Tzl(a,ﬁ) N>1r, whichis y)
) - always true. r >
4(a,s)
1I(u~ 5) Tsl( 5)
) ) Equally efficient Equally efficient
Tz(a,a) T4(a,o)
where, } = r-N-n rr-Nn N-n N 1
! N-n
n N n N-n

Conditions under which the proposed estimators are more efficient than the contemporary
estimators are summarized as under (for proof, see Appendix II):

Table 7: Efficiency Comparisons among Proposed and Existing Estimators

M.S.E Under design | Under design 11
More Condition Condition
Estimator efficient (p S, :Kj [ o3 :Kj
than S, S,
: i S, +5,R
T either, r < - (6, +6,
R 2N - n K> 54
or,kx>R
' n!
= - i o, +0,)R
Tl(a,é) 3(a,5) T elther, r< IN —n' _( 3 T 4)
P 54
or,x>-R
T K2 >R k—— R K>(53+54)R
: 4(6,~5,) 26,

Pak.j.stat.oper.res. Vol.XIl No.4 2016 pp639-658
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- either, r < N1 D_M
P R 264
or,K>——
2
T either, r < NV o> 2(53 +54)R
CR 2 é‘4
or,x* > 4R[R—k]
- .. 4R(6,-5) 25, +8,R
TCP K°>— (5 5) [R k] K> T
T s M[Zk R] 0 ;5) ok-(0,+3)
: (6,-4,) :
,  (6,+6,)R
o PR AL TR P L RN
P (52_53) :
T N R {k(é' _5)_6]1 PN (5 ‘;25) {§4k_(53154)R
R (52_53) ! : 4 -
T =
2(a.5) 4(a,5) (5 +4 )R (5 +5) ]
. 2 __R@G -0 )[k+R] K2>—325|:§4k+34R
o 45, -6,) ° _—
45, + 5, R
| . 4R(6,-5) x> =SB 5 k- (8, +6, )R]
TCR (52_53)3 [R_k] 552 3 4
, 4o, +5,R
- oy RO g | K> ——= [k +(5,+6, )R]
cp (52_ 3) °

6. IHlustrative Examples

Population A [Source: Kadilar and Cingi (2006)]: Y represents apple production and X
represents number of apple trees. Other related information to population are:

N =106 n=20 Y =2212.59 X =27421.70 p=0.86 S, 6=1155153
C,=522 S,=57460.61 C,=2.10 n =60 r=15

Population B [Source: Koyuncu and Kadilar (2009)]:Y is number of teachers and X is
number of students. Other related information to population are:

N =923 n=180 Y = 436.4345 X =11440.498 p =0.9543
S,=749.9394 C =1.7183 5 =21331.131C,=1.8645 n=360 I=175
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The population C [Source: Murthy (1967)]: Y is area under winter paddy and X is
corresponding geographical area. The following data is based on the given population:

N =108 n=230 Y =172.3704 X =461.3981 »=0.7896
S,=134.3567 C,=0.7795 S =318.5022 C,=0.6903 n'=70 r=20

The Percentage Relative Efficiencies (P.R.E.’s) of the estimatorsT,, Ty, Ter, Tcr,
Tiw.) Ta(s)s Ta(a,5)@Nd Ty, 5) for the population A, population B, and population C

with respect to T, under two-phase sampling scheme is computed by using the following

formula
PRE(*,T,)= MSE(T,)
MSE (*)

where (*) represents the respective estimator. The results are summarized in Table 8.

} X100;j =1 or II (41)
i

Table 8: PREs of various estimators w.r.to T under Two-Phase Sampling design

Population-A Population-B Population-C
Estimators | Under Under Under Under Under Under

design-1 | design-11 | design-1 | design-1l1 | design-1 | design-II
T, 100.00 100.00 100.00 100.00 100.00 100.00
TR 209.14 256.48 251.93 188.96 241.58 311.51
T, 66.23 67.85 66.54 24.78 39.67 51.36
T, 153.64 181.57 183.73 301.39 191.65 319.49
TeP 86.08 91.52 101.05 47.96 64.47 88.81
T 70.23 346.72 209.70 32.55 161.17 85.76
Te 68.34 40.72 106.74 | 9.92 30.26 22.63
Tl(a,&) 311.57 350.98 255.08 318.68 245.70 354.17
Tz(a‘g, 186.45 202.34 236.42 292.53 151.05 192.76
Toas) 31157 350.98 255.08 318.68 245.70 354.17
TAW, 186.45 202.34 236.42 292.53 151.05 192.76

7. Conclusions

Imputation is a strategy which provides nearest substitute corresponding to the non
respondent unit in an item survey. Several such strategies for mean imputation for the
missing group of data exist in literature. Estimator under each strategy observes an
inherent deviation from the true value of the parameter (such as, mean). Intention of a
research in imputation is always directed towards reducing this gap and improving the
estimator for achieving higher precision by the practitioners who would be the end users
of these theoretic contributions. The present work thus proposes some new estimators for
mean imputation, under two distinct sampling designs, which are more efficient than
some of the popularly used mean estimators for imputation.
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To sum up, analytic discussion based on some contemporary and some proposed imputed
mean estimates for unit non response in field substitution, is now carried out. Data from
three different studies, comprising of positively related auxiliary variable and study
variable have been selected for the purpose of illustration. Table 6 shows theoretic
conditions for efficiency comparisons within proposed estimators. On the basis of
corresponding minimum M.S.E.’s, the proposed estimatorsT, . T, . are found to be

)" 3(a,s)

equally efficient. Similarly, the proposed estimators T, .T, . are also found to be

equally efficient. Overall, the proposed estimators Tl'(a 5)=T3'(a , are evidenced to be

better than the proposed estimator TZ'(M) =T

«w.s) 8Nd the entire considered existing

estimator.

Conditions of the four proposed estimators being more efficient, under each design as
compared with ratio, product estimator, exponential ratio, exponential product, combined
ratio and combined product estimators are shown in table 7. Tables 7 distinctly indicates
conditions for all the four proposed estimators to be more efficient (and hence superior)
than the six existing estimators considered in this paper, under both designs.

Table 8 gives insight on the Percentage Relative Efficiency (P.R.E.) of various estimators
under Two-Phase Sampling w.r.to. T, . Three populations from classical statistical

literature are considered for comparison, each of which consistently shows that the
proposed estimators are more competent for imputation in practice. We conclude that our

proposed estimators Tl'(a N and Ts'(a . outperform all other contemporary estimators

considered, under each design. It is evident that under each design the proposed

estimators T, and T, - are equally efficient and the proposed estimators T, . and

T,. arealsoequally efficient. Also, proposed estimators T, and T, = perform better
than the proposed estimators T, .~ and T, . The present paper is therefore an important

contribution for the practitioners in the area of missing data analysis as it offers improved
estimators than the existing ones for imputing lost or missing data.
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Appendix |
The Proof of the Theorems 4.1 to 4.4 are stated below:

proot: 7, -5, (| el 5] =v‘<1+el{z—{(1+e;)“ o) e {%}H

><||><|

e e o mf )]
T_s;wfyriz (;_j exp[T(‘XTST)H (1+e{2—{(1+ez)a(1+e'3)_aexp{i%fé;)}}:

><||><|

= _—__ Y 5% -%))| o AN 5(e3—e‘3) ]

Ton = y,_2 ( j exp(mj:l _Y(1+e1{2—{(1+e3) (1+e3) exp{m
Using Taylor’s expansion in above expressions and ignoring terms of o(n*) leads to
equation (3), (13), (23) and (33).

Now, Taking expectation on both sides of equation (3), (13), (23) and (33), we get the
expressions for E(Tl@ LY ).

From definition we know that, B(r;  )=€fr,  -V) ;i=1234.

2a+o {4e2 —4e +2Qa +S)e,e, +4ee, —4ee.

Therefore, B(Tl( 5)) VE[el +
—(2a+5+2)* —(2a+5-2)? ]

B(Tz'w) )=vE {ae, —4e +2(2a+ S)ee +dee, —4dee

— [ 20+ O
e +
—(2a+5+2)* —(2a+5-2)2 ]
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B(Tg‘(a,(s)) =VYE| e + 2a8+ o {4e'3 —4e, + 22a + S)e,e. —4ee, +4ee.

— (20 +5-2)* — (20 +5+ 2]
200+ O

B(TA'(M) ) =YE| e + {4e'3 —4e, +2(2a + S)ee., —4ee, +4ee

—(2a+5-2) — (20 + 5+ 2

Substituting the values of €,,e, and e, under design | and Il and simplifying leads to
equation (4), (5); (14), (15); (24), (25) and (34), (35).

Also, M(T' )=E[T  -Vfii=1234.

ey

Substituting the values of estimators and solving further by ignoring higher order terms,
we get

{ee, —4ee, — 2(2c + 5V ese, + (2a + 52 + (2 + S)e? }}

{aee, — 4ee, — 22 + 5V e,8, + (2 + 5)e2 + (2a + 5)e? }}

laee, — aee, — 2(2c + 5V ey, + (2a + 52 + (2 + 5)e? }]

Substituting the expectations values ofe ,e,, e, ande, under design | and Il and solving
it, leads to (6),(7); (16), (17); (26), (27) and (36), (37).

Now, differentiating (6), (7); (16), (17);(26), (27) and (36),(37)with respect to (2« +)and
then equating to zero gives

d _. .-
m[m (TM) )I ] =0:i=1234

Under design-l:—d(2;+5) [|v| ('FM) )I] :m[wl (172() ).] 0 :2a+5:_2RpSSy
T = 2,05
d(20?+5) [M (T3(a,5) ),] :%[M (TAW) )I] =0=>2a+5=+ F:)SXV
uncer g s )] = a gy M )] =0 w2
= mir )] =l )] cosaes= 20 2

d(2a +6) ~d(2a+6) (5,+6,)RS,
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Substituting the value of the respective (2« +5)in equation (6), (7); (16), (17); (26), (27)
and (36),(37) under design-I and design-11, equations(8), (9); (18), (19); (28), (29) and
(38),(39)are obtained.

Appendix 11
Proofs of Section 5:

For Table 6: Comparison of within the four proposed estimators under design | and Il
are shown below.

1oa=wr )] - )] =6-s)ets

M[(TZM )I]min is better than M[(T_l('m)
which is always true.

Tnnif A, >0=(8,-6,)p*S; >0=n>r,

2 a=mfr )] - )] =l st -] s

min

MIT, ) 1o is better than M[(T, ) 1,if 4, >0

2(a,8)

= [52(5,+6,) —52(5,+8,) ] p?S2>0

1 1 V(1 1 1 1
1 n N ) e N T TNCn 1 1
ENEN =>-=>4.

Similarly, corresponding proofs for other proposed estimators can be obtained.

For Table 7: Comparison of mean estimator with all the four proposed estimators are
shown below.

1. D1 = M(TR)I _[M (-Fl(n )|] = (51 _53)[RZSE _ZRpSYSX +p255]

min

[M ('ITH) )l] s better than M (T,),if D, >0=(5, —53)[RZSX2 ~2RpS,S, +pzs§] )

either, (5, - 3,)>0 or, [R?S? —2RpS, S, + p?S2] >0
n'N
2N —n’

r<

S
or,pS—y>R:>k>R

X

2. D, =M(T,), - )"] = (8, +5,R*S? —2R5,18,5, +62(5,+5,) * p?S?

min
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[M (‘Fl(n )” ]mm is better than M(T,), if D, >0

(53 +0, )R

S
= (5, +0,)R*S. —2R3,08,8, +5;(5, +5,) " p°S; >0 = ps—y >
4

(6 +J,)R
S,

=k>

3.0, =M(T) - M )] =60 fRes2 - 2R 5,145, - 8,)p%s

[M (‘FZ(T) )I] is better than M(T,),if D, >0
= (5, -5, |R?SZ —2Rp8,S, |+ (5, -5, )p?S2 > 0

52 S,
=>p’2>R 12 9 =0 2p—L-R|=>k?*>R 22 % =% [2k —R]
sz”s,-5, ) s 5,5,

X

4.0, =M(T,), - M )“]_ = (8, +6,)R?SZ —2R5,18,S, +52(5, +5,) p*S?

[M (‘ITZ() )” ] is better than M(T,), if D, >0

= (5, +0,)R*S? —2R35,8,S, + 5 (5, +65) " p°S2 >0
(5,+6 )R[

5

=k*> 26,k — (5, +3,)].
5. D, = M(T,), - M(T. ).] = (5,- 5, R?S2—2R8,S, + p?S2|=D,

6.0, =M(T,), ~M(T ) | =(6,+5,)R?S?~2R5,08,5, +52(5,+3,)" p’SZ =D,

7.0, =MT), - M )] =6 -6 R*S? ~2Re8,8,]+ (5, - 5,)p?S2 = D,
8.D, =M(T), —[M T )“] = (8, +0,)R?SZ 2R, 5,8, +0; (5, +0,) " p°SZ =D,

Similarly, comparison of other existing estimators with all the four proposed estimators
can be obtained.
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