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Abstract  

Nofal and El Gebaly (2017), presented certain characterizations of the Pareto distribution 

based on the conditional expectations of power of the order statistics. In this very short 

note we show that the same results can easily be obtained in terms of the power of the 

random variable. 
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1.   Introduction 

The pdf’s (probability density function) and cdf’s (cumulative distribution function) of 

the Pareto distributions of the first and second types (or kinds), using the notation of 

Nofal and El Gebaly (2017), are given, respectively, by 

𝑓1(𝑥) = 𝛽𝛼𝛽𝑥−(𝛽+1), 𝑥 > 𝛼, 

𝐹1(𝑥) = 1 − 𝛼𝛽𝑥−𝛽 ,    𝑥 ≥ 𝛼,       (1) 

and  

𝑓2(𝑥) = 𝑘𝜃𝑘(𝑥 + 𝜃)−(𝑘+1), 𝑥 > 0, 

𝐹2(𝑥) = 1 − 𝜃𝑘(𝑥 + 𝜃)−𝑘,    𝑥 ≥ 0,      (2) 

where 𝛼, 𝛽, 𝜃 and 𝑘 are positive parameters. 

 

Let  𝑋1, 𝑋2, . . . , 𝑋𝑛 be a sample of size 𝑛 from (1) (or (2)) and let  𝑋𝑖:𝑛, 𝑖 = 1,2, . . . , 𝑛 be 

the corresponding order statistics.  Nofal and El Gebaly (2017) stated the following four 

Theorems: 

 

Theorem 1 (NE).  Let  𝑋  be a nonnegative continuous random variable with distribution 

function 𝐹(⋅), survival (reliability) function 𝐹, density function 𝑓(⋅) and Failure (hazard) 

rate function ℎ(⋅).  Let  𝑋𝑖:𝑛 , 𝑖 = 1,2, . . . , 𝑛 denote the order statistics of a random sample 

of size 𝑛 from 𝐹(⋅).  The random variable 𝑋 has the Pareto distribution of the first type if 

and only if 

𝐸[𝑋𝑟+1:𝑛
𝑠 |𝑋𝑟:𝑛 = 𝑥] = 
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𝑥𝑠 +
𝑠𝑥𝑠+1ℎ(𝑥)

𝛽2(𝑛−𝑟)−𝑠𝛽
, 𝑠 = 1,2, . . . , 𝑟 = 1,2, . . . , 𝑛 − 1, ℎ(𝑥) =

𝛽

𝑥
.   (3) 

Theorem 2 (NE).  Let  𝑋  be a nonnegative continuous random variable with distribution 

function 𝐹(⋅), survival (reliability) function 𝐹, density function 𝑓(⋅) and Failure (hazard) 

rate function ℎ(⋅).  Let  𝑋𝑖:𝑛 , 𝑖 = 1,2, . . . , 𝑛 denote the order statistics of a random sample 

of size 𝑛 from 𝐹(⋅).  The random variable 𝑋 has the Pareto distribution of the second type 

if and only if 

𝐸[𝑋𝑟+1:𝑛
𝑠 |𝑋𝑟:𝑛 = 𝑥] = 

∑𝑠
𝑗=0

𝑚(1)𝑠!𝑥𝑠−𝑗𝜃𝑗(1+
𝑥

𝜃
)

𝑗

(𝑠−𝑗)!𝑚(𝑗+1)
, 𝑠 = 1,2, . . . , 𝑟 = 1,2, . . . , 𝑛 − 1,   (4) 

where 𝑚(𝑟) = 𝑚(𝑚 − 1)(𝑚 − 2). . . (𝑚 − 𝑟 + 1) and 𝑚 = 𝑘(𝑛 − 𝑟). 
 

Remarks 1.  (𝐴) Clearly, equation (3) can be written in a simple form of 

𝐸[𝑋𝑟+1:𝑛
𝑠 |𝑋𝑟:𝑛𝑥] (

𝛽(𝑛−𝑟)

𝛽(𝑛−𝑟)−𝑠
) 𝑥𝑠 .      (5) 

 

The above formula can also be obtained by combining equations (2.2) and (2.3) of Nofal 

and El Gebaly. The condition " 𝑠 < 𝛽(𝑛 − 𝑟) ", however, is missing in the statement of 

Theorem 1. 

 

(𝐵)  Equation (4) has the following simpler form 

𝐸[𝑋𝑟+1:𝑛
𝑠 |𝑋𝑟:𝑛 = 𝑥] = 

𝑚 (∑𝑠
𝑗=0

𝑠(𝑗)(1+
𝜃

𝑥
)

𝑗

𝑚(𝑗+1)
) 𝑥𝑠 , 𝑠 = 1,2, . . . , 𝑟 = 1,2, . . . , 𝑛 − 1.   (6) 

 

The condition " 𝑠 < 𝑘(𝑛 − 𝑟) + 1 " is missing in the statement of Theorem 2. 

(𝐶) For these types of characterizations there in no need to employ the order statistics. 

 

Theorem 3 (NE).  Let  𝑋  be a nonnegative continuous random variable with distribution 

function 𝐹(⋅), survival (reliability) function 𝐹, density function 𝑓(⋅) and Failure (hazard) 

rate function ℎ(⋅), 𝐸(𝑋𝑗) = 𝜇𝑗.  The random variable 𝑋 has the Pareto distribution of the 

first type if and only if 

𝐸[𝑋𝑗|𝑋 ≥ 𝑥] = 𝜇 𝑗 𝑥𝑗+1

𝛽𝛼𝑗
ℎ(𝑥),    𝑗 < 𝛽.     (7) 

 

Theorem 4 (NE).  Let  𝑋  be a nonnegative continuous random variable with distribution 

function 𝐹(⋅), survival (reliability) function 𝐹, density function 𝑓(⋅) and reversed Failure 

(hazard) rate function 𝜂(⋅).  Then 𝑋 has the Pareto distribution of the first type if and only 

if 

𝐸[𝑋𝑗|𝑋 ≤ 𝑥] = 𝜇 𝑗 +
𝑥

𝛽−𝑗
(𝛼𝑗 − 𝑥𝑗)𝜂(𝑥).     (8) 

 

Remarks 2.  (𝐷)  The correct form of (7) is 
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𝐸[𝑋𝑗|𝑋 ≥ 𝑥] =
𝑥𝑗+1

𝛽−𝑗
ℎ(𝑥),    𝑗 < 𝛽.      (9) 

 

The condition " 𝑓(⋅) is differentiable " is missing in Theorem 3. 

 

(𝐸) Clearly, equation (9) can be written in a simple form of an integral equation 

∫
∞

𝑥
𝑢𝑗𝑓(𝑢)𝑑𝑢 =

𝑥𝑗+1

𝛽−𝑗
𝑓(𝑥).       (10) 

 

(𝐹)  The correct form of equation (8) is 

𝐸[𝑋𝑗|𝑋 ≤ 𝑥] =
β𝛼𝑗

𝛽−𝑗
+

𝑥

𝛽−𝑗
(𝛼𝑗 − 𝑥𝑗)𝜂(𝑥).     (11) 

 

The condition " 𝑓(⋅) is differentiable " is missing in Theorem 4. 

 

(𝐺) Clearly, equation (11) can be written in a simple form of an integral equation 

∫
𝑥

𝛼
((𝛽 − 𝑗)𝑢𝑗 − 𝛽𝛼𝑗) 𝑓(𝑥)𝑑𝑢 = 𝑥(𝛼𝑗 − 𝑥𝑗)𝑓(𝑥).    (12) 

2.   Characterizations of the Pareto Distributions 

We can combine Theorems 1 and 3 and present the following Proposition, which is much 

simpler, to characterize Pareto distribution of the first type in terms of the truncated 

moment of the power of the random variable. 

 

Proposition 1.  Let  𝑋 : Ω → (𝛼, ∞), 𝛼 > 0, be a continuous random variable with cdf 

𝐹(⋅) and pdf 𝑓(⋅).  The random variable 𝑋  has pdf (cdf) (1) if and only if 

𝐸[𝑋 𝑠|𝑋 ≥ 𝑥] = (
𝛽

𝛽−𝑠
) 𝑥𝑠,    𝑠 < 𝛽.      (13) 

 

Proof.  If  𝑋  has pdf given in (1), then 

𝐸[𝑋 𝑠|𝑋 ≥ 𝑥] = (1 − 𝐹1(𝑥)) ∫
∞

𝑥

𝑢𝑠𝑓1(𝑢)𝑑𝑢 = 

𝛼−𝛽𝑥𝛽𝛽𝛼𝛽 ∫
∞

𝑥

𝑢𝑠−𝛽−1𝑑𝑢 = (
𝛽

𝛽 − 𝑠
) 𝑥𝑠 , 𝑓𝑜𝑟  𝑠 < 𝛽. 

 

Conversely, if (13) holds, then 

(1 − 𝐹1(𝑥))
−1

∫
∞

𝑥

𝑢𝑠𝑓1(𝑢)𝑑𝑢 = (
𝛽

𝛽 − 𝑠
) 𝑥𝑠,    𝑠 < 𝛽, 

or 

∫
∞

𝑥

𝑢𝑠𝑓1(𝑢)𝑑𝑢 = (1 − 𝐹1(𝑥)) (
𝛽

𝛽 − 𝑠
) 𝑥𝑠 . 

 

Taking derivatives from both sides of the above equation with respect to 𝑥 and 

rearranging the terms, we arrive at 
𝑓1(𝑥)

1 − 𝐹1(𝑥)
=

𝛽

𝑥
. 
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Now, integrating both sides of the last equation from 𝛼 to 𝑥, we have the cdf given in (1). 
 

Remark 3.  (𝐻)  Clearly, the function 𝑋  𝑠in Proposition 1 can be replaced with a function 

of 𝑋, 𝜓(𝑋). 

 

The following Proposition is a simple alternative to Theorem 2. 

 

Proposition 2.  Let  𝑋 : Ω → (0, ∞), be a continuous random variable with cdf 𝐹(⋅) and 

pdf 𝑓(⋅).  The random variable 𝑋  has pdf (cdf) (2) if and only if 

𝐸[(𝑋 + 𝜃)𝑠|𝑋 ≥ 𝑥] =
1

𝑘−𝑠
(𝑥 + 𝜃)𝑠−𝑘,    𝑠 < 𝑘.    (14) 

 

Proof.  If  𝑋  has pdf given in (2), then 

𝐸[(𝑋 + 𝜃)𝑠|𝑋 ≥ 𝑥] = 𝜃−𝑘(𝑥 + 𝜃)𝑘 ∫
∞

𝑥

𝑘𝜃𝑘(𝑢 + 𝜃)𝑠(𝑢 + 𝜃)−(𝑘+1)𝑑𝑢 

=
1

𝑘 − 𝑠
(𝑥 + 𝜃)𝑠−𝑘, 𝑓𝑜𝑟  𝑠 < 𝛽. 

 

Conversely, if (14) holds, then 

∫
∞

𝑥

(𝑢 + 𝜃)𝑠𝑓2(𝑢)𝑑𝑢 =
1

𝑘 − 𝑠
(𝑥 + 𝜃)𝑠−𝑘(1 − 𝐹2(𝑥)). 

 

Taking derivatives from both sides of the above equation with respect to 𝑥 and 

rearranging the terms, we arrive at 
𝑓2(𝑥)

1 − 𝐹2(𝑥)
=

𝑘

𝑥 + 𝜃
. 

 

Now, integrating both sides of the last equation from 0 to 𝑥, we have the cdf given in (2). 
 

Remark 4.  (𝐼)  Clearly, the function (𝑋 + 𝜃)𝑠 in Proposition 2 can be replaced with a 

function of 𝑋 , 𝜓(𝑋). 
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